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#### Abstract

We compare the first-price sealed-bid (FPSB) auction and the simultaneous multiple-round auction (SMRA) in an environment based on the recent sale of 900 MHz spectrum in Australia. Three bidders compete for five indivisible items. Bidders can win at most three items and need to obtain at least two to achieve profitable scale, i.e. items are complements. Value complementarities, which are a common feature of spectrum auctions, exacerbate the "fitting problem" and undermine the usual logic for superior price discovery in the SMRA. We find that the FPSB outperforms the SMRA across a range of bidding environments: in terms of efficiency, revenue, and protecting bidders from losses due to the exposure problem. Moreover, the FPSB exhibits superior price discovery and almost always results in competitive ("core") prices unlike the SMRA, which frequently produces prices that are too low because of demand-reduction or too high because of the exposure problem. We demonstrate the robustness of our findings by considering two-stage variants of the FPSB and SMRA as well as environments in which bidders know their own values but not the distributions from which values are drawn.
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## 1. Introduction

Since pioneered by the US Federal Communication Commission in 1994, the simultaneous multipleround auction (SMRA) has come to dominate the allocation of radio spectrum, earning hundreds of billions of dollars for treasuries around the world (Milgrom, 2004). Its procedure is simple: all items are put up for sale simultaneously with a separate price associated with each item. Bidders can bid on any subset of items they wish and the auction ends only when no new bids are made on any of the items. At the end of the auction, bidders win the items they bid highest on and pay the price they bid. Analysis of the SMRA for allocating spectrum licenses since 1994 suggests that it has been exceedingly successful, with allocations generally thought to be efficient and revenues high (Cramton, 1997).

In computational terms, the SMRA can be seen as a "greedy algorithm" used to solve the following "fitting problem:" items need to be allocated to the bidders but it is not clear who gets what and at what prices. The algorithm starts at zero (or low reserve) prices at which aggregate demand does not fit into supply. As prices rise, the algorithm picks off demand that is no longer profitable for bidders and increases prices until excess demand is eliminated, i.e. until demand and supply fit. ${ }^{1}$

The use of the SMRA is typically motivated by its ability to produce correct prices, i.e. competitive prices that clear the market and allocate goods efficiently across agents Ausubel \& Cramton, 2004; Milgrom, 2004). ${ }^{2}$ This motivation, however, rests on the assumption that goods are substitutes so that bidders reduce their demands over the rounds of the auction as prices rise until supply equals demand. ${ }^{3}$ This logic breaks down when goods are complements, as they are in many spectrum auctions. At high prices, bidders may only be interested in large packages. As a result, the fitting problem the SMRA is intended to solve becomes more severe as the auction proceeds - at low prices, although demand exceeds supply, bidders may be willing to buy packages

[^1]of various sizes, but at high prices, bidders may only be willing to buy large packages that cannot be fit to match supply. Moreover, the SMRA assigns provisional winners for each item in each round, which exposes bidders to the risk of winning a subset of their desired package. ${ }^{4}$ Goeree and Lien (2014) show that, in equilibrium, this exposure problem forces bidders to reduce their demands too early in the auction resulting in low prices and low efficiency. This raises the broader question of how to design a practical vehicle for implementing efficient and competitive outcomes when complementarities cannot be ruled out and one cannot rely on prices to guide participants to efficient and stable outcomes.

Some attention has been directed towards comparing alternative dynamic combinatorial auction formats. For instance, Kagel, Lien, and Milgrom (2010, 2014) compare the SMRA with a combinatorial clock auction with complementarities between items. They identify environments under which each auction format can be more efficient. Munro and Rassenti (2019) suggest that a descending price auction can sometimes solve the fitting problem better than an ascending format.

There has been less scrutiny of sealed-bid combinatorial auction formats. In principle, the existence of complementarities does not hinder combinatorial sealed-bid auctions from delivering efficient outcomes. For instance, the generalization of the second-price sealed-bid auction, i.e. the Vickrey-Clarkes-Groves (VCG) mechanism (Vickrey, 1961), is one such option. Alas, while efficient, it suffers from significant shortcomings for practical applications Ausubel \& Milgrom, 2006; Rothkopf 2007). We therefore focus on first-price sealed-bid (FPSB) combinatorial formats. While the first-price rule is ubiquitous in single-unit auctions, little is known about its performance in the presence of value synergies. ${ }^{5}$ In this paper we take a step towards filling this gap by examining the FPSB in an environment with strong complementarities.

Another reason for studying these formats is that the Australian Communication and Media Authority (ACMA) asked for advice regarding this format (see Bichler and Goeree (2017b) and Goeree and Louis (2019)). To compare the performances of the SMRA and FPSB formats under realistic scenarios, our experimental framework mimics the environment of the actual Australian 900 MHz auction as close as possible. Three bidders, who put most value on packages of two or three items, vie for five indivisible items, one of which is of lower value. ${ }^{6}$ The combination

[^2]of item complementarity and heterogeneity creates a potentially demanding bidding environment for buyers in either format. In the SMRA, buyers must manage the risks of acquiring too few items and of acquiring fragmented packages (thereby losing complementarities in either case). The FPSB auction solves these problems for buyers through its package bidding format but requires bidders to arrive at an optimal strategy introspectively.

Overall, we find that the FPSB performs better than the SMRA across a range of bidding environments, in terms of efficiency, revenue, price discovery and protecting bidders from losses. ${ }^{7}$ Surprisingly, despite its "static nature", the FPSB exhibits excellent price discovery properties, in that it almost always results in competitive ("core") prices.

We also test two-stage variations of the SMRA and FPSB; these formats first establish generic quantities of items won, then determine the assignment of specific items in a second round of bidding. Such variations are thought of as potential remedies for some of the fragmentation problems present in the SMRA in practice. ${ }^{8}$ The two-stage FPSB still out performs the two-stage SMRA. In both formats, however, buyers tend bid too aggressively in the first stage, apparently underestimating the cost of avoiding the lower value item in the second stage.

### 1.1. Organization

The next section presents a simple theoretical model, more amenable to game theoretic analysis than the environment used in our experiments, to gain some qualitative insights into the different forces at play in each of the auction formats we consider. Section 3 contains the experimental design and procedures. Section 4 compares the FPSB and SMRA in terms of efficiency, revenue, and bidders' profits across several environments. Price discovery is analyzed in detail in Section 5. The final Section 6 offers some conclusions and suggestions for future research. The appendices provide details about the Bayes-Nash equilibrium analysis and the experimental instructions.

Greece, the Netherlands and the UK (Klemperer, 2002; Earle \& Sosa, 2013). Contiguity is important in these auctions in terms of the frequency of the blocks for sale. In addition, in many such auctions regulators designate a block of spectrum to be a "guard band" and impose technical restrictions on its use; this tends to lower its value relative to the remaining, otherwise identical, blocks. This heterogeneity requires that an allocation specify which particular items are won, rather than simply the number of items won.
${ }^{7}$ Bidders' post-auction financial viability is essential to the efficient use of spectrum. For example, albeit not related to exposure risk, bankruptcy proceedings of a successful bidder in the 1994 American spectrum auctions precluded the use of valuable spectrum for nearly ten years (Cramton, Kwerel, Gregory, \& Skrzypacz, 2011).
${ }^{8}$ See for example the UK 2.3 GHz and $3.4-3.6 \mathrm{GHz}$ spectrum auction in 2018.

## 2. A Theoretical Analysis

In this section we develop a stylized model of our experimental environment. In particular, we abstract from item heterogeneity and make strong assumptions about buyer valuations. Our intent is to generate a broad sense of the incentives at play and how these affect equilibrium outcomes. Since the analysis does not precisely match our experimental conditions, the theoretical findings are qualitative, not quantitative, in nature and (large) deviations between predicted and observed bidder behavior should be expected. Nonetheless, as we demonstrate in later sections, the model's qualitative predictions regarding the performance of the FPSB auction relative to the SMRA are broadly consistent with the experimental evidence.

### 2.1. Bidding Environment and Value Model

Three bidders compete for five items. We assume there are strong complementarities between items but allow those synergies to be strongest either when going from one to two items or from two to three items. Formally, there are two types of bidders: type $X$ bidders who need exactly two items (i.e. they place zero value on a single item and zero marginal value on each item above two), and type $Y$ bidders who need exactly three items (i.e. they place zero value on a obtaining one or two items and zero marginal value on each item above three). We study multiple combinations of these bidder types: auctions with composition $X X X, X X Y, X Y Y$, or $Y Y Y$. An $X$ type bidder draws a valuation for any pair of items uniformly from $[0,1]$ and a $Y$ type bidder draws a valuation for any three items uniformly from $[0, \alpha]$ for $\alpha>1$. We consider only equilibria wherein the same types bid the same way, if such an equilibrium exists.

### 2.2. Bayesian Nash Equilibria

We summarize the structure of the equilibria for the various auctions here while relegating the technical details to Appendices A.1 to A.3. Before describing the first price sealed bid and the simultaneous multiple-round auctions, we first discuss a common theoretical benchmark for auction performance.

### 2.2.1. The Vickrey-Clark-Groves Mechanism

An idealized benchmark to which auction formats are often compared is the Vickrey-Clark-Groves (VCG) mechanism (Vickrey, 1961). ${ }^{9}$ The VCG mechanism always allocates the items efficiently and its equilibrium outcome is always in the core in the environments we consider. Given its many practical drawbacks, see Ausubel and Milgrom (2006), this format is rarely used in practice and we likewise do not test it in our experiment. Nevertheless, it provides a useful theoretical comparison as a minimally-competitive mechanism.

In the VCG mechanism, bidders report their values to the seller and, based on these reports, the seller chooses the allocation that maximizes total surplus (i.e. the efficient allocation). Payments are designed such that it is a dominant strategy for bidders to report their true values to the seller. See Appendix A. 1 for the formal description of the mechanism.

### 2.2.2. The First Price Auction

In the first price auction, bidders submit one bid for every possible package (i.e. subset) of items, which they pay if and only if they win the package. Since the $X$ type bidders only value a pair of items, we need only consider their bids for two items; i.e. bids on one or three items are zero. Similarly, since the $Y$ type bidders only value a package of three, we need only consider her bids for three items. An equilibrium in the first price auction in a particular environment will consist of a bidding function for each of the types present in that environment. The seller determines the feasible combination of bids that maximize revenue. Since each bidder only bids on a single package, these revenue-maximizing allocations are relatively simple to describe. In the $X X X$ and $X X Y$ environments, at most two bids can be fulfilled; the seller allocates the requested number of items each to the top two bidders and nothing to the lowest bidder. In the $X Y Y$ environment, the seller can fulfill at most one bid from a $Y$ type (for three items) and one bid from the $X$ type (for two items); the seller allocates three items to the highest bidding $Y$ type and two items to the $X$ regardless of her bid. In the $Y Y Y$ environment, at most one bid (for three items) can be fulfilled;

[^3]the seller allocates three items to the highest bidder. With these revenue-maximizing allocations, equilibrium bid functions can be found using standard differential analysis. These calculations are described in Appendix A.2.

### 2.2.3. The Simultaneous Multiple-round Auction

The simultaneous multi-round auction (SMRA) is modelled using five price clocks (one for each item), each of which ticks upward from zero whenever two or more bidders demand (i.e. bid on) the associated item. Bidders can only decrease the number of items they bid on after the auction starts. Given bidders preferences, each bidder will either bid on her entire demand (i.e. two items for type $X$, three items for type $Y$ ) or on no items; in the latter case we say the bidder is inactive or has dropped out. If only one bidder demands a particular item, its price clock is paused and this bidder is declared the provisional winner. If other bidders later demand this item, the price clock restarts and the item becomes provisionally unassigned. When demand on all items is at most one, the auction ends, items are assigned to their provisional winners and the winners pay the prices on the clocks for the items they won.

An equilibrium in the SMRA consists of a bidding function for each of the types present in the environment conditional on which types remain in the auction and at which prices others have dropped out. The equilibrium calculations are described in Appendix A.3. In environments $X X X$ and $X X Y$, as soon as any bidder drops out, the auctions ends. In the $X Y Y$ environment, the auction ends after a type $Y$ bidder drops out but continues after the $X$ type drops out. In the $Y Y Y$ environment, the auction ends only after two $Y$ type bidders drop out. In equilibrium, one bidder is randomly chosen to abstain from the auction while the remaining bidders compete.

### 2.3. Comparison of Auctions

Table 1 displays expected efficiency values as well as expected revenue and payoffs for the bidders for the three mechanisms averaged across environments and for $\alpha=1, \frac{3}{2}$ and 2 .

### 2.3.1. Efficiency

Efficiency is calculated as

$$
\text { efficiency }_{a}=\frac{V_{a}-V_{\text {random }}}{V_{\text {opt }}-V_{\text {random }}} \times 100 \%
$$

where $V_{a}$ denote the total surplus generated by mechanism $a \in\{$ SMRA, First Price $\}, V_{\text {opt }}$ the total maximum surplus (generated by the VCG mechanism), and $V_{\text {random }}$ the value of randomly
assigning all the items to the bidders. This definition has the advantage that it is invariant when bidders' values are multiplied by a common number (i.e. when they are measured in cents rather than dollars) or when a common number is added to all of them. Subtracting surplus generated by randomly assigning all items helps to isolate the added value of mechanisms being studied; it reflects the fact that the relevant alternative to the auction is not the withdrawal of the items from the market but random assignment of all items. ${ }^{10}$

The first price auction is perfectly efficient in all but the $X X Y$ environment, where it is at least $98.6 \%$ for $\alpha \leq 2$. Meanwhile, the efficiency of the SMRA varies widely between environments, with a low of $66.7 \%$ in the $Y Y Y$ environment to a high of $100 \%$ in the $X X X$ environment. Both auctions approach perfect efficiency in the $X X Y$ environment as $\alpha$ tends to infinity; for $\alpha \leq 2$, the first price auction is more efficient than the SMRA.

### 2.3.2. Seller Revenue and Bidder Profit

The seller's revenue is the sum of the winning bidders' payments while bidder profit is the difference between the value of what bidders won and the payments they made.

As with efficiency, payments in the first price auction closely track those of the VCG; in all but the $X X Y$ environment, expected seller revenue and bidders payoffs in the first price auction are equal to those in the VCG auction. In the $X X Y$ environment, the seller's expected revenue is higher in the first price auction while bidders' profits are lower; the bidders thus absorb the loss of efficiency in this environment. Since the VCG mechanism is minimally competitive (i.e. generates the lowest competitive equilibrium revenue for the seller and highest competitive equilibrium payoffs for the bidders), the first price auction can be said to be reasonably competitive in all our environments. The seller's revenue in the SMRA fluctuates around her first price/ VCG revenue between environments, being relatively low in the $Y Y Y$ environment and high in the $X X Y$ and $X Y Y$ environments; the opposite pattern holds for bidders' profits. Thus, who bears the cost of the inefficiency in the SMRA depends on the environment; it is the seller in the $Y Y Y$ environment and the buyers in the $X X Y$ and $X Y Y$ environments.

### 2.3.3. Price Discovery

The use of a multiple-round auction is often justified by appealing to its ability to discover or reveal prices; that is, the process of competitive bidding is expected to determine a set of prices

[^4]|  | Efficiency |  |  | Revenue |  |  | Profits |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SMRA | First Price | VCG | SMRA | First Price | VCG | SMRA | First Price | VCG |
| $\alpha=1$ | 86.4\% | 100\% | 100\% | 0.440 | 0.458 | 0.458 | 0.631 | 0.646 | 0.646 |
| $\alpha=\frac{3}{2}$ | 86.3\% | 99.8\% | 100\% | 0.559 | 0.579 | 0.577 | 0.731 | 0.790 | 0.761 |
| $\alpha=2$ | 86.3\% | 99.7\% | 100\% | 0.660 | 0.694 | 0.688 | 0.852 | 0.880 | 0.886 |

Table 1: The table displays efficiency, revenue and bidder profit figures for the SMRA, first price and VCG auctions for $\alpha \in\left\{1, \frac{3}{2}, 2\right\}$. Data are averaged across type environments
for items and packages of items that are "correct", in the sense that they are close to what would prevail in a perfectly competitive environment with no uncertainty. ${ }^{11}$ The intuition is that bidders will reduce their demands gradually over the rounds of the auction as prices rise until supply equals demand, as in the classical Walrasian tâtonnement process. As shown in Milgrom (2000), this process leads to competitive prices if bidders bid truthfully (i.e. myopically) and all items are substitutes for all bidders.

Items are complements for our bidders by design. In the $X X X$ and $Y Y Y$ environments, competitive prices are easy to determine: the price per item should be between the value (per item) of the highest losing bidding and the lowest winning bidder. When types are mixed, however, a competitive price may not exist. For example, consider the valuations in Table 2 for a $X X Y$ type environment where the numbers in bold indicate the best allocation for a total surplus of 1.7. To allocate two items to bidder 2 and none to bidder 1 , the price of a single item $p$ must satisfy

|  | Bidder $1($ Type $X)$ | Bidder $2($ Type $X)$ | Bidder $3($ Type $Y)$ |
| :---: | :---: | :---: | :---: |
| 2 items | 0.7 | $\mathbf{0 . 8}$ | 0 |
| 3 items | 0.7 | 0.8 | $\mathbf{0 . 9}$ |

Table 2: Example of bidders' valuations in the $X X Y$ environment.
$0.35 \leq p \leq 0.4$. On the other hand, to allocate three items to bidder $3, p$ must satisfy $p \leq 0.3$.
Because competitive equilibrium prices do not always exist in the presence of complementarities, attention has turned to the core as a proper benchmark for "reasonably" competitive

[^5]outcomes. ${ }^{12}$ The core is defined by combinations of seller and buyers' payoffs that satisfy certain stability constraints. The intuition is that auction payoffs are in the core when no coalition of bidders and seller can all do better than their auction payoffs. If we index the seller by $i=0$ and the three bidders by $i=1,2,3$ then the possible coalitions are the non-empty elements of the powerset of $\{0,1,2,3\} .{ }^{13} \mathrm{~A}$ vector of payoffs $\left\{\pi_{0}, \pi_{1}, \pi_{2}, \pi_{3}\right\}$ is in the core if
$$
\sum_{i \in S} \pi_{i} \geq v(S)
$$
for all $S \subseteq\{0,1,2,3\}$ where $\pi_{i}$ is the auction profit for coalition member $i \in S$, and $v(S)$ is the maximum surplus that coalition $S$ can generate. Competitive equilibrium prices, when they exist, always produce core payoffs. But while competitive equilibrium prices may not exist, the core is always non-empty in auction applications. As such it seems the right benchmark for competitive outcomes in settings with complementarities.

How good is price discovery in the SMRA in the absence of these assumptions? Figure 1 suggests that it is poor, relative to the first price auction. For each environment we drew 1000 valuations and calculated core payoffs for each draw using the Bayes-Nash bidding functions in Appendix A. We then ran each auction and calculated the distance from the auction payoff to the set of core payoffs for each player. Figure 1 shows that mean distance over these 1000 draws, staggered over types to show the distance of each type to their set of core payoffs. Aside from the $X!X!Y$ environment, the SMRA format generates payoffs that are further from core than does the FPSB format. In the $X!X!Y$ environment, while FPSB payoffs are further from core payoffs than SMRA, neither format deviates very far.

[^6]

Figure 1: The figure shows the mean distance to the set of core payoffs for the first-price auction and the SMRA for each environment with $\alpha=2$. The bar graphs are staggered over types to show the distance of each type to their core payoff.

## 3. Experimental Design

### 3.1. Bidding Environment and Value Model

In the experiment we introduce some heterogeneity across items. In particular, items are now labeled $A$ through $E$ and bidders are told that (any combination containing) item $A$ is less valuable than (same-sized combinations containing) other items. This modification in the environment is motivated by the Australian 900 MHz auction where one block of spectrum at the end of a band was designated a "guard band" and its use needs to abide to additional technical restrictions. Heterogeneity is an important feature in many real-world spectrum auctions, but is left out of our theoretical analysis for tractability.

As is standard in auction experiments, bidders' values are determined randomly in each auction. Nevertheless, the complexity of the bidding environment requires us to specify a correspondingly more involved value model. In particular, our value model allows for complementarities to vary in the same way as in our theoretical analysis. Again we consider two types of bidders: type $X$ bidders whose per-item values peak at two items, and type $Y$ bidders whose per-item values peak at three items.

Table 3 describes bidder values depending on draw, type, and whether item A is included. To generate a bidder's values, an integer $R$ is drawn uniformly between 25 and 35 (inclusive). This draw, together with the bidder's type ( $X$ or $Y$ ) determines her values for each possible combination

|  | Type $X$ |  | Type $Y$ |  |
| :---: | :---: | :---: | :---: | :---: |
| \# of Consecutive Items | With A | Without A | With A | Without A |
| 1 | 5 | 10 | 5 | 10 |
| 2 | $10+1.5 R$ | $10+3 R$ | $10+0.5 R$ | $10+R$ |
| 3 | $10+3.5 R$ | $10+4 R$ | $10+3 R$ | $10+5 R$ |

Table 3: Value specifications for bidders. $R$ is an integer drawn in each round uniformly between 25 and 35 (inclusive).
of contiguous items. Complementarities between items are realized only if items are contiguous. For example, if a bidder of type $X$ wins items $B, C$ and $E$, she earns $10+3 R$ for $B$ and $C$ plus 10 for $E$ rather than $10+4 R$ for all three. Notice that the increase in value from winning a second item is higher for type $X$ than for type $Y$. The increase in value from winning a third item is higher for type $Y$ than for type $X$.

### 3.2. Groups and Matching

Subjects are placed in groups of three bidders and remained in the same group for a series of 15 auctions/periods. The fixed matching ensures that we have independent observations between groups. Each bidder is assigned a type, $X$ or $Y$, which remains constant throughout the experiment. A new value for $R$ is drawn in each period. Complementarity types could also be drawn randomly at the beginning of the experiment, but this might lead to biased results if a specific combination of types is over/under represented in our sample. Instead, we have no reason to believe that any combination of complementarity types is more relevant for applications, and therefore study all possible such combinations ( $X X X, X X Y, X Y Y$, or $Y Y Y$ ) in equal proportions. Since in practice bidders' synergy-types are unknown (just like their valuations), we wish to compare the performance of the FPSB And SMRA formats across these four combinations. In particular, for each treatment we have two groups for each of the four combinations, for a total of eight independent groups per treatment.

Within each treatment, the draws of $R$ were random and independent across bidders and periods. Across treatments, we used same draws to ensure that any observed difference are not due to differences in the random draws. For example, in any given period, both of the first $X$ bidders in the first $X X X$ group in each treatment will have the same value draw.

All of the above design choices ensure that we have treatment balance. They also allow

| Treatment | Mechanism | Bids in 1st Stage | Bids in 2nd Stage | \# Ind Obs | Bidder Information |
| :---: | :---: | :---: | :---: | :---: | :---: |
| FPSB | First price sealed bid | 6 : for 1,2 , and 3 cont. items with or without item A | None | 8 | Own value <br> Other's value distributions Group types |
| SMRA | Simultaneous multipleround ascending | 5: for each item | None | 8 | Own value <br> Other's value distributions <br> Group types |
| FPSB-2 | First price sealed bid | 3: for 1,2 , and 3 cont. items | 1: to not be assigned A | 8 | Own value <br> Other's value distributions Group types |
| SMRA-2 | Simultaneous multipleround ascending | 3: for 1,2 , and 3 cont. items | 1: to not be assigned A | 8 | Own value <br> Other's value distributions Group types |
| FPSB-U | First price sealed bid | 6 : for 1,2 , and 3 cont. items with or without item A | None | 8 | Own value only |
| SMRA-U | Simultaneous multipleround ascending | 5: for each item | None | 8 | Own value only |
| 11 treatment | 3 bidders per group; 8 g | ups; 4 type compositions (XXX | X, XXY, XYY, or | groups of |  |

Table 4: Experimental Design. Each of the six treatments used one of the four different mechanisms: FPSB, SMRA or their two-stage variants. The third and fourth columns indicate the number of bids bidders need to submit in each stage. The final column indicates the information environment.
us to employ paired tests (e.g. Wilcoxon signed-rank test) when comparing results across two treatments.

### 3.3. Treatments

Our main interest in comparing the SMRA and FPSB mechanisms. A detailed description of each mechanism is as follows:

1. In the First-price sealed bid auction (FPSB) mechanism, bidders place six bids: one for $A$, one for a single item other than $A$, one for pair of items including $A$, one for a pair of items not including $A$, one for a package of three items including $A$, and one for a package of three items not including $A$. At most one of the six bids placed by a bidder can become winning. A simple optimization algorithm finds the combination of bids that maximize revenue and the winning bidders pay their bids.
2. In the Simultaneous multi-round auction (SMRA), bidders compete directly for items $A$ through $E$. A price clock is associated to each of the five items. The price in the first round is five for each item. In each round, bidders indicate whether they demand an item at the price displayed on its clock. For each round and each item, one of the bidders who demands the item is randomly designated the item's provisional winner. If more than one bidder
demands an item, its price increases by 15. If only one bidder demands a particular item, its price clock is paused. If other bidders later demand this item, the price clock restarts and the item is randomly provisionally assigned to one of the new bidders. When demand on all items is one (or less), the auction ends and items are assigned to their provisional winners who pay the price displayed on their clock.

An activity rule ensures that the auction progresses apace. The sum of items provisionally won by a bidder plus the items she is demanding is called her activity. Her activity limit in any round is her activity at the end of the previous round, or three if it is the first round. A bidder's activity cannot exceed her activity limit. Thus, for example, a bidder who fails to bid on any items in round one will be unable to bid in subsequent rounds.

The SMRA can result in fragmentation, i.e. a bidder winning non-contiguous items. Since value complementarities only apply to consecutive items, this is a potential source of inefficiency. In the FPSB this possibility is avoided by the algorithm that calculates the optimal allocation given bids. This, of course, gives the FPSB an advantage in terms of expected efficiency. Still, it remains an empirical question whether this theoretical advantage, which assumes some sophistication on the part of bidders who have to arrive at an optimal strategy introspectively. At the same time, due to its dynamic nature, the SMRA is typically expected to perform better in terms of price discovery. Whether this is true and how it may weigh against the performance of the FPSB in terms of price discovery remains to be seen.

One way to deal with fragmentation in the SMRA that has been used in practical applications, involves breaking down the auction into two stages. ${ }^{14}$ In the first stage bidders bid for contiguous blocks of items of different sizes. In the second stage, the location of these blocks is determined. Such a process also eliminated the possibility that two bidders may pay very different prices for otherwise homogeneous (combinations of) items. We also run treatments using the two-stage format. For completeness we apply this modification to both the SMRA and the FPSB. The details are as follows:
3. In the Two-stage FPSB (FPSB-2), bidders place three bids in the first stage: one for a single item, one for pair of contiguous items, and one for a package of three contiguous items. At most one of the three bids placed by a bidder can become winning. The winners pay their first-stage bids and proceed to the second-stage where they can bid for "not being assigned item $A$." In this stage, the lowest bidder is assigned $A$ (by itself or as part of a

[^7]package, depending on how many items the bidder won in the first stage) and does not pay the second-stage bid. The other bidder(s) pay(s) their second-stage bid(s).
4. In the Two-stage SMRA (SMRA-2), bidders first compete for a generic item. A single price clock is associated to the item. In each round, bidders indicate whether they demand zero, one, two, or three units of the item at the current round price. If the total demand in the round plus total units provisionally assigned for items at the current round price is fewer than five, all bidders are provisionally assigned the quantity they demanded. Otherwise, provisional winners are established in the following way. First, any current provisional winners are reassigned their provisional winnings if the round price has not increased since they were assigned. Second, the bidders demanding items at the current round price are declared provisional winners of the number of goods they demanded in random order until all five units are assigned. The last bidder provisionally assigned items in this process may be assigned fewer items than she demanded. If, at the end of the round, all provisional winners were assigned their items at the current round price, the clock price increases by ten for the next round. Otherwise the round price stays the same. The auction ends after any round with zero new demand, i.e. demand not including provisional winners. An activity rule ensures that the auction progresses apace, just as in the one-stage SMRA described above. The winners pay their first-stage bids and proceed to the second-stage where they can bid for "not being assigned item $A$." The lowest bidder in the second stage is assigned $A$ and does not pay her second-stage bid. The other bidder(s) pay(s) their second-stage bid(s).

In the initial treatments bidders are provided information about others' valuations. In particular, we describe to bidders how values are generated and the distribution of draws. On the bidding screen, each bidder is shown a table with values as well as the types ( $X$ or $Y$ ), but not the values, of the two other bidders in the group. In a series of follow-up treatments, bidders know their own value but not how these values are generated. We dub these treatments FPSB-U and SMRA-U, where the U stands for uninformed. These follow up experiments served as stress tests for the single-stage formats, which performed much better than the two-stage experiments in the initial experiments. Except for the informational environment, they were otherwise identical to the FPSB and SMRA respectively.

In total there were six treatments and eight independent observations per treatment, see Table 4.

### 3.4. Experimental Procedures

A total of 144 subjects participated in the experiment. Subjects were recruited from University of Technology, Sydney using ORSEE (Greiner, 2015). The experiment was programmed and conducted with z-Tree (Fischbacher, 2007) and MATLAB. ${ }^{15}$ Subjects received instructions, answered a quiz and competed in a practice period, before participating in fifteen paid auctions. The experiments lasted from a little over an hour for the FPSB to 2.5 hours for the SMRA-2. Participants were paid the earnings that accumulated over the 15 periods of the experiment if these were positive plus a 10 AUD show-up fee. If their cumulative earnings were negative at the end of the experiment, they were only paid the 10 AUD show-up fee. The conversion rate used in the experiment was 1 Australian dollar (AUD) for every 4 experimental points. The average earnings were 39.95 AUD including the 10 AUD show-up fee.

## 4. Experimental Results

Figure 2 displays efficiency, seller revenue and bidder profits for all treatments, pooled over periods 6 to $15 .{ }^{16}$ In each panel, the group of bars on the left display results for the one-stage FPSB and SMRA when bidders are told the types in their groups and how values are drawn. The second group of bars displays results for the one-stage mechanisms when bidders are told only their values: FPSB-U and SMRA-U. The third group of bars in each panel displays results for FPSB- 2 and SMRA-2. Figure 3 gives a more detailed look at the distributions of efficiency, seller revenue and bidder profits for all mechanisms, pooled over all environments.

### 4.1. Comparing single-stage auctions

From the first bars of left panel of Figure 2it is clear that the one-stage FPSB delivers substantially higher efficiency than the corresponding SMRA. In fact, efficiency in FPSB comes very close to the theoretical maximum achieved by the VCG and remained on average above $90 \%$ across all type combinations. In SMRA efficiency is substantially lower and remains on average below two
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Figure 3: Cumulative distributions of key variables. Observations are pooled over all environments for periods 6 to 15 . The first
 displays results for the treatments where bidders are told only their values. All graphs include the corresponding distributions for the VCG mechanism as a benchmark.
thirds of the theoretical maximum achieved by the VCG mechanism. In the other two graphs one sees that the FPSB also achieves, on average, higher seller revenue and lower bidder profits than the SMRA. This can be attributed to demand reduction on the part of bidders in the SMRA. Note however that in our experiment bidders in this mechanism frequently make losses. This is a consequence of the inability to protect themselves from the exposure problem. In the SMRA, bidders competing aggressively for a package of two or three items may end up winning only one. In addition, there may be fragmentation, i.e. a bidder winning non-contiguous items.

The top panels of Figure 4 illuminate the shortcomings of the SMRA: this format often leads to allocations where one or two bidders get a single unit. The bottom panel of Figure 4 displays the degree to which items are sold in non-consecutive packages or remain unsold in the standard SMRA; evidently, bidders had difficulty coordinating their bids effectively to form packages of consecutive items in the single-stage SMRA.

Note that FPSB yields higher revenue on average than VCG despite its efficiency being less than VCG's $100 \%$. This comes at a cost to the bidders who make less than under VCG. Importantly, bidders' profits are always positive under FPSB. The reason is that FPSB fully protects bidders from the exposure problem: they can specify a separate bid for each of the (combination of) items they might win and, by submitting bids that are less than values, never risk a loss.

Result 1 Compared to the SMRA the FPSB is more efficient, yields more revenue and lower bidder profit. Bidders frequently incur losses in the SMRA due to exposure problems.

Support. The result is supported by the data shown in the graphs in Figure 2. Further support is given in Figure 33, where the top row graphs display the distributions for efficiency, revenue, and bidder profits for the SMRA and FPSB. This is confirmed by non-parametric tests. For instance, the Wilcoxon Signed-Rank test comparing mean efficiency in FPSB and SMRA gives a $p$-value of below 0.008 . This is further supported by regressions controlling for the groups' value type combinations. While the simple Wilcoxon Signed-Rank tests comparing revenues and bidder profits in the two treatments do not give significant differences (a Mann-Whitney U test rejects equality for revenues), the regressions controlling for value type combinations indicate that the treatment effect is indeed significant for at least some value type combinations. In fact, this is the case for revenues for all type combinations, once the data from all one-stage treatments is pooled (see subsection 4.4. For bidder profits, the treatment effect is significant for all but one value type combination $(X Y Y)$. For all significance tests and the regressions controlling for value type combinations, see Tables 5 to 13 in Appendix B.
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Figure 4: Observed outcomes in the different mechanisms (top panel) and fragmentation in the SMRA (bottom panel).

### 4.2. Comparing two-stage auctions

The two-stage SMRA is used in practice to help bidders overcome some of the problems with its single-stage counterpart. First, it avoids fragmentation, as items won are contiguous by design. It also requires bidders to focus on a specific attribute in each stage: first the number of items, then on their location. Unfortunately, it has a double exposure problem: bidders who compete aggressively for a package may end up winning only a subset (as in the single-stage SMRA) and when competing for the number of items, bidders do not know whether item $A$ will be included or not. In fact, this second exposure problem is independent of the underlying mechanism and is inherent to the two-stage process. It can therefore also affect results in the two-stage FPSB.

The bars grouped on the right of each panel in Figure 2 allow us to compare efficiency, revenue and bidder profits between FPSB-2 and SMRA-2. In both cases we observe a substantial efficiency loss compared to their two-stage counterparts, but on average efficiency is higher in the FPSB-2. The comparison of revenues and bidder profits seems to indicate that SMRA-2 suffers from a larger exposure problem. Bidders make high losses that translate to high seller revenues. In FPSB-2, while bidder profits are significantly lower than the ones in the VCG theoretical benchmark, losses are not very common. In fact, seller revenues are not significantly different than what they are in the VCG benchmark.

Result 2 Compared to the SMRA-2 the FPSB-2 is more efficient. But SMRA-2 yields higher revenue and lower bidder profit mainly because bidders incur losses due to exposure problems.

Support. The result is supported by the data shown in the graphs in the bottom row of Figure 2 . Further support is given in Figure 3, where the bottom row graphs display the distributions for efficiency, revenue, and bidder profits for the SMRA-2 and FPSB-2. Overall, the differences between the two two-stage formats are not statistically significant: the $p$-values are 0.25 for efficiency, 0.148 for revenue and 0.055 for bidder profits. The regressions controlling for value type combinations reveal that the treatment effect is significant for efficiency when the type combination is $X Y Y$, while for revenue and bidder profits it is the case with type combinations $X X Y$ and $Y Y Y$.

### 4.3. Comparing single-stage and two-stage auctions

Looking at Figure 2 it becomes clear that the two-stage process did not help bidders in our experiment. For the SMRA efficiency did not improve significantly moving from one stage to two. At the same time, it seems that the exposure problem intensified, leading to much higher seller
revenues and losses for bidders in the two-stage mechanism compared to the one-stage SMRA. As an illustration, consider a case where in the first stage, a type $Y$ bidder might compete fiercely to win three items but finally give in (at high prices) and settle for two items. In the second stage, the value of what was won may depreciate further if the type $Y$ bidder places the lowest bid. As a result, bidder losses in the two-stage SMRA are common and substantial. In terms of protecting bidders' from exposure risk, this format is least desirable. This is an important finding as regulators have started using such a two-stage format in spectrum applications. For example, Ofcom in the UK used two stages in the 2.3 GHz and $3.4-3.6 \mathrm{GHz}$ auction in 2018. ${ }^{17}$

For the FPSB, efficiency decreased with the addition of the second stage. Apparently, bidders are able to deal well with the relatively high number of bids required in the one-stage FPSB (six bids in total). Breaking down the process in two stages does not bring additional benefits, but introduces a new exposure problem. Unlike in SMRA-2, bidders in FPSB-2 do appear to protect themselves against this problem, as their profits are not significantly different than those in FPSB. Still, seller revenues are lower.

Result 3 The two-stage mechanisms result in lower efficiency (FPSB) or an exacerbated exposure problem (SMRA).

Support. The result is supported by the data shown in the graphs of Figure 2, For the Wilcoxon Signed-Rank test comparing mean efficiency in SMRA and SMRA-2 we get $p$-value 0.383 and for mean efficiency in FPSB vs. FPSB-2 we get $p$-value below 0.023. For the same test comparing revenues in SMRA vs. SMRA-2 we get $p$-value below 0.078 and for FPSB vs. FPSB-2 we get $p$-value 0.195 . For the test comparing bidder profits in the SMRA vs. SMRA-2 we get $p$-value 0.195 and for FPSB vs. FPSB-2 we get $p$-value 0.742 . Using the Mann-Whitney U test yields very similar results.

### 4.4. Robustness to the informational environment

In the baseline SMRA and FPSB treatments subjects knew not only their own type and valuations, but also the type of the other bidders in their group. In real applications it is not unreasonable to think that telecom companies may have some information about their competitors preferences and the degree of complementarity they face. Nevertheless, it is a valid concern that the problematic performance of the SMRA in our experiment, as stated in Result 1, may be driven by

[^9]this design feature combined with the particular choice of valuation distributions used. To test the robustness of our main result with respect to the informational environment, we conducted additional treatments of the one-stage mechanisms in which bidders know their valuations but are entirely uninformed about the distribution of other bidders' valuations. These treatments are dubbed FPSB-U and SMRA-U respectively.

The second row in Figure 2 presents the results for these additional treatments. We find that the comparison between FPSB-U and SMRA-U yields very similar results as that between FPSB and SMRA. The signs of the differences remain unchanged for all three measures: efficiency, revenue and bidders' profit. In terms of magnitudes, the difference in efficiency is reduced but remains substantial: the FPSB-U is approximately $20 \%$ more efficient than the SMRA-U. There is also a reduction in the difference in revenue between the two mechanisms, but it remains significant. Bidders' profit is again higher in the SMRA, although now the difference in not statistically significant.

Result 4 The FPSB's better performance compared to the SMRA is robust to changes in the information available to bidders about others' distribution of valuations.

Support. The result is supported by the data shown in the corresponding group of bars in the graphs of Figure 2. Further support is given in Figure 3, where the middle row graphs display the distributions for efficiency, revenue, and bidder profits for the SMRA-U and FPSB-U. For the Wilcoxon Signed-Rank test comparing mean efficiency in SMRA-U and FPSB-U we get $p$-value below 0.008. For the same test comparing revenues in SMRA-U and FPSB-U we get $p$-value below 0.023. For the test comparing bidder profits in the SMRA-U and FPSB-U we get $p$-value 0.383 . Using the Mann-Whitney U test yields very similar results. The regressions controlling for value type combination provide further support.

Overall, the change in the information available to bidders does not seem to have any effect on the average outcomes of the FPSB or the SMRA mechanism. ${ }^{18}$ Based on this, and to facilitate the presentation of results regarding price discovery, in the analysis in the following section we pool the data for each mechanism across the two informational environments. If anything, this would work in favour of the SMRA.
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## 5. Price Discovery

One justification for the use of auctions is that they are price discovery mechanisms. Ideally, auction prices are competitive equilibrium prices that clear the market (i.e. prices such that auction losers are happy not to be assigned any items and auction winners are happy with their assignment). Notice that in our experimental environment, the prices for items $B$ through $E$ must be identical. Therefore, competitive prices consist of a set of two prices $p_{A}$ and $p_{\neg A}=p_{\ell}$ for $\ell \in\{B, C, D, E\}$. As we discussed in Section 2, such prices do not always exist, leading to the notion of core equilibrium payoffs. Since the core is always non-empty, these near-competitive payoffs will always exist.

Simply because the core is non-empty does not mean that it is easy for a particular auction format to discover prices that lead to core payoffs. For the environments considered in our experiment, the VCG auction produces core outcomes. ${ }^{19}$ In fact, the VCG outcome corresponds to the point in the core that assigns the lowest revenue to the seller and the highest profits to the bidders. In this format, truthful bidding is a (weakly) dominant strategy and the outcomes are fully efficient.

Figure 5 shows core payoffs for each of the four environments: $X X X, X X Y, X Y Y$, and $Y Y Y$. To produce a two-dimensional graph, the sum of bidders' profits is shown on the horizontal axis and the seller's revenue is shown on the vertical axis. All payoffs are normalized by the maximum surplus, $v(\bar{S})$, and the upper dashed line corresponds to all possible divisions of the maximum surplus among the bidders and the seller. The lower dashed line corresponds to all possible divisions of surplus from a random allocation. The subset of core constraints that dictate individual rationality (i.e. $\pi_{i} \geq 0$ for $i=0,1,2,3$ ) imply that the core is part of the positive orthant. The other core constraints set a minimum revenue for the seller, here given by $R^{\mathrm{VCG}}$. So in each of the four panels of Figure 5, the core corresponds to the solid segment that runs from the VCG payoff point to $(0,1)$.

The grey triangles in each of the panels reflect alternatives to the VCG outcome that might interest a seller. These alternatives are not all fully efficient but do yield higher seller revenue than the VCG auction and generate positive profits for the bidders. As such they reflect a trade-off between efficiency and revenue that sellers typically face (e.g. in the use of reserve prices). The markers for the first price auctions are red and for the SMRA are blue.
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Figure 5: Each panel shows the seller's average revenue ( $y$-axis) and average buyer payoff ( $x$ axis) normalized by total surplus and averaged over the last ten periods. The upper dashed line corresponds to efficient outcomes with the solid segment indicating core outcomes. The lower dashed lines correspond to random allocations of the items. These figures use pooled observations from both information treatments for the one-stage mechanisms.

Note that the FPSB does a remarkable job at price discovery: the red points are always close to fully efficient outcomes while providing more than VCG revenues for the seller. The SMRA formats on the other hand consistently either under perform the VCG from the seller's perspective or generate losses for the bidders (i.e. are outside the grey triangles in the figures).

Result 5 The FPSB results in closer-to-core prices than the $S M R A$.

Support. See Figure 6, which parallels the theoretical Figure 1, and demonstrates that average deviations from core prices are smaller for both $X$ and $Y$ type bidders as well as the seller. This is true for all environments including $X X Y$ for which the SMRA is theoretically predicted to yield closer-to-core prices.


Figure 6: The figure shows the mean distance to the set of core payoffs for the (one-stage) FPSB and SMRA treatments for each environment. Data is pooled over periods 6 to 15 and over both information treatments. The bar graphs are staggered over types to show the distance of each type to their core payoff.

## 6. Conclusion

Our aim is to fill what we consider to be an important gap in the literature, by comparing the relative merits of ascending and sealed-bid combinatorial formats when complementarities are strong. It is posited that, in practice, the same forces in the SMRA that generate competitive prices for substitutable goods will at least mitigate any problems caused by complementarities as well as provide the seller with sufficiently competitive revenues (Cramton, 2006). Indeed, there have been notable spectrum auctions involving complements that appear to have performed quite well, such as the US regional narrowband auction in 1994 (Milgrom, 2000). At the same time, theoretical analysis shows that bidders in the SMRA are highly susceptible to the exposure problem. For a bidder whose per-item value increases in the number of items she wins, bidding up to her value for two items, for example, exposes her to the risk of having to pay a large amount for a single item that she places little value on. In equilibrium, bidders reduce their demands too early in the auction resulting in low prices and low efficiency (Goeree \& Lien, 2014). Our results confirm these theoretical predictions. Price discovery in the SMRA is poor, and efficiency and revenue are low.

On the other hand, there was no systematic study in the literature of the FPSB in a similar environment, a natural candidate for an alternative. Our experimental results provide support for
the potential of the SMRA to deliver poor results when complementarities are strong, as predicted by theory. In contrast, the FPSB does not suffer from similar issues, since it protects bidders from the exposure problem by letting them place bids for every possible package they may win.

Our results present a puzzle: how can we reconcile the good performance of the FPSB compared to the SMRA with its limited usage in real applications, where the SMRA is often encountered? ${ }^{20}$ A first reason may be complexity. The number of possible packages grows exponentially with the number of items on sale. This means that in large auctions bidders in the FPSB would be required to submit an unmanageable number of bids. In this case the SMRA has the obvious advantage. Still, we find it prevailing also in many occasions where the number of items on sale is relatively small, so complexity alone cannot explain the puzzle.

Perhaps the answer is also related to bidder preferences. In public consultations for spectrum auctions telecoms often favor ascending formats arguing that such auctions allow them to maintain control over their destiny. However, taking such arguments at face value might be naive. Auctions for permits, such as those for the use of spectrum, are auctions with allocative externalities. For bidders it does not simply matter what they win but also what others win, as they are your competitors in the market for telecommunication or other services where these permits apply. Incumbents in those markets want to avoid outcomes where new entrants gain significant positions through the auction. They may therefore prefer ascending formats, because at any stage they can react to make sure undesired - to them - outcomes are avoided. However, a regulator's point of view should be the exact opposite: if a smaller bidder sees more value in getting more spectrum than the major bidders, the regulator should want to raise the likelihood of such outcomes as they will obviously bolster competition and consumer welfare. If, as we suspect, bidders preferences are driven by such motivations and pressure from their side is partly responsible for the infrequent use of the FPSB in practice, our results may help strengthen the opposite view in real world lobbying contests.

Regardless of why regulators are reluctant to embrace the FPSB auction, they have recognized the need for faster auctions that avoid fragmentation and other allocative inefficiencies of the SMRA. Many regulators first moved from the SMRA to a combinatorial clock auction (see Ausubel, Cramton, and Milgrom (2006)). The latter combines an initial clock auction phase for gradual

[^12]information revelation with a sealed package-bidding phase. When this format presented problems of its own (see Levin and Skrzypacz (2016)), regulators settled on the two-stage SMRA format with the hope that it speeds up the bidding process and avoids fragmentation, whether incidental or with the aim of splitting a competitor's spectrum holdings (Ofcom, 2014).

Further work is needed explore other apparent advantages of the FPSB format. Given its simple payment rule and its winner determination algorithm, it readily accommodates complex allocation constraints. For example, many bidders have a fixed budget. In the FPSB a bidder could submit mutually exclusive (so called XOR) bids and indicate their total budget. The assignment algorithm could then pick the best allocation respecting each bidder's budget.

Another argument in favor of the FPSB in practice is that it allows new entrants to bid competitively for large packages. It is worthwhile to design future experiments to specifically test the ability of new entrants to compete in the presence of incumbents.

Of course, as with any experimental study, results can be influenced by the series of design choices we made and the characteristics of our subject pool. Also, our effort to test robustness across different bidding environments comes at the expense of sample size. For these reasons we believe that more replications are needed to ensure that the good performance of the FPSB that we find in our specific setting is robust.

More broadly, while the FPSB auction performed well in our experiments, it remains to determine how to design a practical allocation mechanism for general settings when complementarities cannot be ruled out and one cannot rely on prices to guide participants to efficient and stable outcomes.
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## A. Bayes Nash Equilibrium Calculations (Online Appendix)

## A.1. The Vickrey-Clark-Groves Mechanism

For $S \subseteq\{0,1,2,3\}$, let $v(S)$ indicate the maximum surplus that the coalition of players $S$ can generate (where the seller is player 0 ). Then VCG profits for bidders $i=1,2,3$ are

$$
\begin{equation*}
\pi_{i}^{\mathrm{VCG}}=v(\bar{S})-v(\bar{S} \backslash\{i\}) \tag{1}
\end{equation*}
$$

where $\bar{S}=\{0,1,2,3\}$ is the grand coalition and $\bar{S} \backslash\{i\}$ is the grand coalition without bidder i. Given these payoffs, it is a dominant strategy for the bidders (of any type) to report their valuations truthfully to the seller. The seller's revenue in the VCG auction is

$$
R^{\mathrm{VCG}}=V_{o p t}-\sum_{i=1}^{3} \pi_{i}^{\mathrm{VCG}}
$$

## A.2. The First Price Auction

Since the $X$-type bidders only value a pair of item, we need only consider their bids for two items; denote the equilibrium bid function for $X$-type bidder $b:[0,1] \rightarrow \mathbb{R}_{+}$and let $\phi(b)=b^{-1}(b)$ be its inverse for $b \in[0, \bar{b}]$ with the upper bound $\bar{b}$ to be determined. Since the the $Y$-type bidders only value a package of three items, we need only consider her bids for three items; denote equilibrium bid function for type $Y B:[0, \alpha] \rightarrow \mathbb{R}_{+}$for valuation and let $\Phi(b)=B^{-1}(b)$ be its inverse on $b \in[0, \bar{b}]$. As will be confirmed below for each environment, assume for now that the bidding functions are strictly increasing and their inverse functions are therefore well defined.

## A.2.1. $X X X$ Environment

Exactly two bidders will be awarded their desired packages in the auction. Therefore, each bidder wins if and only if she bids higher than the lowest of her two rivals. Supposing her rivals play according to their equilibrium strategies, let $\pi_{X}(b, w)$ denote the expected payoff of a bidder with valuation $w$ when she bids $b$. Payoffs are

$$
\pi_{X}(b, w)=(w-b)\left(1-(1-\phi(b))^{2}\right)
$$

Equilibrium requires that $\frac{\partial}{\partial b} \pi_{X}(b, w)=0$ when evaluated at the equilibrium strategies. This gives us the differential equation:

$$
-\left(1-(1-\phi(b))^{2}\right)+2(1-\phi(b)) \phi^{\prime}(b)=-(2-w) w-2(1-w)(b(w)-w) / b^{\prime}(w)=0
$$

together with terminal condition $b(1)=\bar{b}$. This has the solution $b(w)=\frac{w(3-2 w)}{3(2-w)}$.

## A.2.2. $X X Y$ Environment

Exactly two bidders will be awarded their desired packages in the auction. Therefore, each bidder wins if and only if she bids higher than the lowest of her two rivals. Supposing her rivals play according to their equilibrium strategies, let $\pi_{i}(b, w)$ denote the expected payoff of the type $i$ bidder with valuation $w$ when she bids $b$. Payoffs are

$$
\begin{aligned}
\pi_{X}(b, w) & =(w-b)(1-(1-\phi(b))(1-\Phi(b) / \alpha) \\
\pi_{Y}(b, W) & =(W-b)\left(1-(1-\phi(b))^{2}\right)
\end{aligned}
$$

Equilibrium requires that $\frac{\partial}{\partial b} \pi_{i}(b, w)=0$ when evaluated at the equilibrium strategies. This gives us two differential equations to satisfy:

$$
\begin{align*}
& (1-\phi(b))\left(1-\frac{\Phi(b)}{\alpha}\right)-(1-\phi(b))\left(\left(1-\frac{\Phi(b)}{\alpha}\right) \phi^{\prime}(b)+(1-\phi(b)) \frac{\Phi^{\prime}(b)}{\alpha}\right)-1=0  \tag{2}\\
& (1-\phi(b))^{2}+2(1-\phi(b))(\Phi(b)-b) \phi^{\prime}(b)-1=0 \tag{3}
\end{align*}
$$

together with the terminal conditions $\phi(\bar{b})=1$ and $\Phi(\bar{b})=\alpha$. We can solve equations (2) and (3) for $\Phi(b)$ as a function of $\phi(b)$ and $b$ only:

$$
\begin{equation*}
\Phi(b)=\frac{\phi(b)((\alpha+b) \phi(b)-2 b(1+\alpha)}{2(1-\phi(b))(\phi(b)-b)} \tag{4}
\end{equation*}
$$

We need $\Phi(\bar{b})=\alpha$; then (4) implies $\bar{b}=\frac{\alpha}{2+2 \alpha}$. Substituting this back into (2) or (3), we arrive at a single differential equation

$$
\begin{equation*}
\phi^{\prime}(b)=\frac{(\phi(b)-b)(2-\phi(b)) \phi(b)}{(\alpha-b)\left(\phi(b)^{2}+2 b \phi(b)\right)-2 b^{2}} \tag{5}
\end{equation*}
$$

Unfortunately, (5) does not admit a (clean) analytical solution but its numeric solution is simple to generate.

## A.2.3. $X Y Y$ Environment

For any set of bids, the seller will allocate two items to the $X$ type bidder and three items to the highest $Y$ type bidder. Therefore, $b(w) \equiv 0$ and a $Y$ type bidder wins only if she out bids the other $Y$ type bidder. Supposing her rivals play according to their equilibrium strategies, let $\pi_{Y}(b, W)$ denote the expected payoff of the type $Y$ bidder with valuation $W$ when she bids $b$. Payoffs are

$$
\pi_{Y}(b, W)=(W-b) \Phi(b)
$$

Equilibrium requires that $\frac{\partial}{\partial b} \pi_{Y}(b, w)=0$ whenever $b>0$ evaluated at the equilibrium strategies. This gives us the differential equation

$$
\begin{equation*}
-\Phi(b)+(W-b) \Phi^{\prime}(b)=-W+(W-B(W)) / B^{\prime}(W)=0 \tag{6}
\end{equation*}
$$

together with the initial condition $B(\alpha)=\bar{b}$. This has solution $B(W)=\frac{W}{2}$.

## A.2.4. $Y Y Y$ Environment

The seller will allocated three items to the bidder submitting the highest bid. Therefore, a type $Y$ bidder wins if she out bids both of her rivals. Supposing her rivals play according to their equilibrium strategies, let $\pi_{Y}(b, W)$ denote the expected payoff of the type $Y$ bidder with valuation $W$ when she bids $b$. Payoffs are

$$
\pi_{Y}(b, W)=(W-b) \frac{\Phi(b)^{2}}{\alpha^{2}}
$$

Equilibrium requires that $\frac{\partial}{\partial b} \pi_{Y}(b, w)=0$ whenever $b>0$ when evaluated at the equilibrium strategies. After multiplying by $\frac{\alpha^{2}}{W}$, this gives us the differential equation

$$
\begin{equation*}
-\Phi(b)^{2}+2(W-b) \Phi(b) \Phi^{\prime}(b)=-W+2(W-B(W)) / B^{\prime}(W)=0 \tag{7}
\end{equation*}
$$

together with the terminal conditions $B(\alpha)=\bar{b}$. This has solution $B(W)=\frac{2 W}{3}$.

## A.3. The Simultaneous Multiple-Round Auction

Since the items within a package are substitutes for the bidders and they can freely switch demand between items throughout the auction, the price clocks will always display the same price. A bid function specifies the price level at which the bidder drops out of the auction; it will depend on the number and types of bidders still bidding in the auction. Beliefs are updated via Bayes rule and according to the equilibrium bid functions when a bidder observes a rival drop out of an auction.

## A.3.1. $X X X$ environment

Once any bidder stops bidding the auction ends; therefore, bidding functions depend only on the price level and the bidder's draw. A bidder wins if she outbids the lowest bid of her rivals.

Let $b:[0,1] \rightarrow \mathbb{R}_{+}$denote a bidder's equilibrium bidding function and let $\phi(b)=b^{-1}(b)$ be its inverse for $b \in[0, \bar{b}]$ with the upper bound $\bar{b}$ to be determined. Supposing her rivals play according to their equilibrium strategies, let $\pi_{X}(b, w)$ denote her expected payoff when she bids $b$ and her draw is $w \in[0,1]$. Equilibrium payoffs are

$$
\begin{equation*}
\hat{\pi}_{X}(b, w)=2 \int_{0}^{\phi(b)} \int_{y}^{1}(W-2 b(y)) d z d y-b(1-\phi(b))^{2} . \tag{8}
\end{equation*}
$$

The last term arises when the bidder drops out first at $p=b$ and is forced to purchase one good. Equilibrium requires that $\frac{\partial}{\partial b} \hat{\pi}_{X}(b, w)=0$ whenever $b>0$ when evaluated at the equilibrium strategies. This gives us the differential equation
$2 \phi^{\prime}(b)(1-\phi(b))(w-2 b)-(1-\phi(b))^{2}+2 b(1-\phi(b))=\frac{(1-w)}{b^{\prime}(w)}\left(2(w-b(w))-b^{\prime}(w)(1-w)\right)=0$
together with the terminal conditions $b(0)=0$. This gives $b(w)=w^{2}$.

## A.3.2. $X X Y$ environment

Once any bidder stops bidding the auction ends; therefore, bidding functions depend only on the price level and the bidder's draw.

For a type $X$ bidder with draw $w$, it is a dominant strategy to bid on two items if $p \leq \frac{w}{2}$ and otherwise to stop bidding on any items. ${ }^{21}$

Let $B$ denote the $Y$ type's equilibrium bidding function and let $\pi_{Y}(b, w)$ denote her expected payoff when she bids $B$ and her draw is $w \in[0, \alpha]$. Given the $X$-types' strategy

$$
\begin{equation*}
\hat{\pi}_{Y}(b, W)=2 \int_{0}^{2 b} \int_{w}^{1}\left(W-3 \frac{w}{2}\right) d z d w-b(1-2 b)^{2} \tag{9}
\end{equation*}
$$

[^13]The last term arises when the $Y$ type drops out at $p=b$ and is forced to purchase one item. Equilibrium requires that $\frac{\partial}{\partial b} \hat{\pi}_{Y}(b, w)=0$ when evaluated at $b=B(W)$ whenever $B(W)>0$ and $\frac{\partial}{\partial b} \pi_{Y}(b, w) \leq 0$ when evaluated at $b=B(W)$ whenever $B(W)=0$. Since

$$
\frac{\partial}{\partial b} \pi_{Y}(B(W), W)=(4(W-2 B(W))-(1-2 B(W)))(1-2 B(W))=(4 W-1-6 B(W))(1-2 B(W)) \geq 0
$$

if and only if $W \geq \frac{1}{2}$, we have

$$
B(W)=\left\{\begin{array}{ll}
0 & \text { if } 0 \leq W<\frac{1}{4} \\
\frac{1}{3}\left(2 W-\frac{1}{2}\right) & \text { if } \frac{1}{4} \leq W \leq \frac{3}{4} \\
1 & \text { if } \frac{3}{4} \leq W \leq \alpha
\end{array} .\right.
$$

The second panel of the left hand side of Figure ?? plots this bid function and the type $X$ bid function.

## A.3.3. $X Y Y$ environment

For a type $X$ bidder with draw $w$, it is a dominant strategy to bid on two items if $p \leq \frac{w}{2}$ and otherwise to stop bidding on any items.

The auction ends only after a $Y$ type drops out; therefore, a bidding functions for the $Y$ type bidder will one her draw, the price level, and who remains in the auction - i.e. whether or not the $X$ type bidder had dropped out. A $Y$ can win if the type $X$ bidder drops out then the rival type $Y$ bidder drops out, or if the rival type $Y$ bidder drops out while the type $X$ type is still actively bidding.

Proceeding by backward induction, let $B^{Y}(W, p)$ denote the price level in equilibrium at which they type $Y$ bidder drops out when her draw is $W$ and the $X$ type bidder has dropped out at the price level $p$ and define $\Phi^{Y}(b, p)$ such that $B^{Y}\left(\Phi^{Y}(b, p), p\right)=b$. Supposing her rivals play according to their equilibrium strategies, let $\pi_{Y}^{Y}(b, W)$ denote a $Y$ type bidder's expected payoff when she bids drops out at price level $b$ and her draw is $W \in[0, \alpha]$. Equilibrium payoffs are

$$
\begin{equation*}
\pi_{Y}^{Y}(b, p, W)=\int_{0}^{\Phi^{Y}(b, p)}\left(W-3 B^{Y}(V, p)\right) \frac{d V}{\alpha}-2 b\left(1-\frac{\Phi(b, p)}{\alpha}\right) \tag{10}
\end{equation*}
$$

The last term arises when the bidder drops out at $p=b$ and is forced to purchase two items. Equilibrium requires that $\frac{\partial}{\partial b} \pi_{Y}(b, p, W)=0$ whenever $b>0$ when evaluated at the equilibrium strategies. This gives us the differential equation

$$
\frac{\partial \Phi^{Y}(b, p)}{\partial b}(W-3 b)-2\left(1-\frac{\Phi(b, p)}{\alpha}\right)+\frac{2 b}{\alpha} \frac{\partial \Phi^{Y}(b, p)}{\partial b}=\frac{1}{\frac{\partial B^{Y}(W, p)}{\partial W}}\left(W-B^{Y}(W, p)\right)-2\left(1-\frac{W}{\alpha}\right)
$$

together with the terminal conditions $B(\alpha)=\bar{b}$. This gives

$$
B^{Y}(W, p)=W-2 \sqrt{\alpha-W}(\sqrt{\alpha-p}-\sqrt{\alpha-W})
$$

Expected equilibrium profits for at $Y$ type bidder with a draw of $W$ in this stage - i.e. supposing that the $X$ type bidder dropped out at $p$ - are

$$
\pi_{Y}^{Y}(p, W)=\pi_{Y}^{Y}\left(B^{Y}(W, p), p, W\right)=\frac{(W-p)^{2}}{2(\alpha-p)}-2 p
$$

Let $B^{X Y}(W)$ denote the price level in equilibrium at which they type $Y$ bidder drops out when her draw is $W$ and neither rival has dropped out and define $\Phi^{X Y}(b)$ such that $B^{Y}\left(\Phi^{X Y}(b)\right)=b$. Supposing her rivals play according to their equilibrium strategies, let $\pi_{Y}^{X Y}(b, w)$ denote a $Y$ type bidder's expected payoff when she bids drops out at price level $b$, neither rival has dropped out and her draw is $W \in[0, \alpha]$. Payoffs are

$$
\begin{equation*}
\pi_{Y}^{Y}(b, p, W)=\int_{0}^{\Phi^{Y}(b)} \int_{2 b}^{1}\left(W-3 B^{X Y}(V)\right) d y \frac{d V}{\alpha}-\int_{\Phi^{Y}\left(b, \frac{v}{2}\right)}^{\alpha} \int_{2 b}^{1} \pi_{Y}^{Y}\left(\Phi^{X Y}\left(b, \frac{y}{2}\right), \frac{y}{2}, W\right) d v \frac{d V}{\alpha} \tag{11}
\end{equation*}
$$

Equilibrium requires that $\frac{\partial}{\partial b} \pi_{Y}^{X Y}(b, p, W)=0$ whenever $b>0$ when evaluated at the equilibrium strategies. After some manipulation, this gives us the differential equation

$$
\left(W-3 B^{X Y}(W)\right)\left(1-2 B^{X Y}(W)\right)-4 \frac{\partial B^{X Y}(W)}{\partial W} B^{X Y}(W)(\alpha-W)=0
$$

together with the terminal conditions $B(\alpha)=\bar{b}$. This equation has no simple analytical solution. Its numeric solution is display in the fourth panel of the left-hand side of Figure ?? for the case where the $X$ type bidder drops out at price $\hat{p}$.

## A.3.4. $Y Y Y$ environment

The auction ends only after two $Y$ types drop out; therefore, a bidding functions for a $Y$ type bidder will depend both on her draw, and how many bidders remains in the auction.

Proceeding by backward induction, let $B^{Y}(W)$ denote the price level in equilibrium at which they type $Y$ bidder drops out when her draw is $W$ and only one $Y$ type bidder remains active in the auction. Define $\Phi^{Y}(b)$ such that $B^{Y}\left(\Phi^{Y}(b)\right)=b$. This is strategically identical to the stage in the $X Y Y$ environment after the $X$ type has dropped out. Therefore, as derived above,

$$
B^{Y}(W, p)=W-2 \sqrt{\alpha-W}(\sqrt{\alpha-p}-\sqrt{\alpha-W})
$$

and expected equilibrium profits for a $Y$ type bidder with a draw of $W$ in this stage - i.e. supposing that first bidder dropped out at price $p$ - are

$$
\pi_{Y}^{Y}(p, W)=\pi_{Y}^{Y}\left(B^{Y}(W), p, W\right)=\frac{(W-p)^{2}}{2(\alpha-p)}-2 p
$$

Let $B^{Y Y}(W, p)$ denote the price level in equilibrium at which the type $Y$ bidder drops out when her draw is $W$ and neither rival has dropped out and define $\Phi^{Y Y}(b)$ such that $B^{Y Y}\left(\Phi^{Y Y}(b)\right)=b$. Supposing her rivals play according to their equilibrium strategies, let $\pi_{Y}^{X Y}(b, W)$ denote a $Y$ type bidder's expected payoff when she bids drops out at price level $b$, neither rival has dropped out and her draw is $W \in[0, \alpha]$. Payoffs are

$$
\begin{equation*}
\pi_{Y}^{Y}(b, p, W)=\int_{0}^{\Phi^{Y}(b, p)} \int_{V}^{W} \pi_{Y}^{Y}\left(B^{Y Y}(V), W\right) \frac{d Z}{\alpha} \frac{d V}{\alpha} \tag{12}
\end{equation*}
$$

Equilibrium requires that $\frac{\partial}{\partial b} \pi_{Y}^{Y Y}(b, p, W)=0$ whenever $b>0$ when evaluated at the equilibrium strategies. After some manipulation, this gives us the equation

$$
-2(\alpha-W) B(W)=0
$$

But this is negative whenever $B(W)>0$. Thus, there is no symmetric equilibrium (in pure strategies) wherein all three $Y$ type bidders bid above zero in the auction. Instead, we assume one bidder randomly drops out at any price $p \geq 0$. The remaining two bidders play the equilibrium strategy $B^{Y}(W, p)$ defined above.

## B. Regressions and statistical test results (Online Appendix)

|  | FPSB | SMRA | FPSB-U | SMRA-U | FPSB-2 |
| ---: | :---: | :---: | :---: | :---: | :---: |
| SMRA | .008 | - | - | - | - |
| FPSB-U | .312 | .008 | - | - | - |
| SMRA-U | .008 | .109 | .008 | - | - |
| FPSB-2 | .023 | .250 | .016 | .195 | - |
| SMRA-2 | .008 | .383 | .008 | .312 | .250 |

Table 5: p-values for the Wilcoxon Signed-Rank test where $H_{0}$ : mean efficiency ${ }_{i}=$ mean efficiency $_{j}$ for $i, j \in\{$ FPSB,SMRA, FPSB-U , SMRA-U, FPSB-2 SMRA-2\}. For each treatment we have eight independent observations, one for each group average. For efficiency, the VCG mechanism achieves the theoretical maximum and therefore non-parametric statistical tests will always reject the null-hypothesis.

|  | FPSB | SMRA | FPSB-U | SMRA-U | FPSB-2 | SMRA-2 |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SMRA | .109 | - | - | - | - | - |
| FPSB-U | .312 | .016 | - | - | - | - |
| SMRA-U | .016 | .945 | .023 | - | - | - |
| FPSB-2 | .195 | .148 | .078 | .312 | - | - |
| SMRA-2 | .312 | .078 | .742 | .008 | .148 | - |
| VCG | .312 | .109 | .055 | .078 | .844 | .312 |

Table 6: p-values for the Wilcoxon Signed-Rank test where $H_{0}$ : mean revenue ${ }_{i}=$ mean $^{\text {revenue }}{ }_{j}$ for $i, j \in\{$ FPSB,SMRA, FPSB-U , SMRA-U, FPSB-2 SMRA-2, VCG $\}$. For each treatment we have eight independent observations, one for each group average.

|  | FPSB | SMRA | FPSB-U | SMRA-U | FPSB-2 | SMRA-2 |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SMRA | .945 | - | - | - | - | - |
| FPSB-U | .250 | .641 | - | - | - | - |
| SMRA-U | .383 | .641 | .383 | - | - | - |
| FPSB-2 | .742 | .742 | .742 | .547 | - | - |
| SMRA-2 | .055 | .195 | .148 | .008 | .055 | - |
| VCG | .008 | .250 | .008 | .945 | .023 | .039 |

Table 7: p-values for the Wilcoxon Signed-Rank test where $H_{0}$ : mean earnings ${ }_{i}=$ mean earnings $_{j}$ for $i, j \in\{$ FPSB,SMRA, FPSB-U , SMRA-U, FPSB-2 SMRA-2, VCG $\}$. For each treatment we have eight independent observations, one for each group average.

|  | FPSB | SMRA | FPSB-U | SMRA-U | FPSB-2 |
| ---: | :---: | :---: | :---: | :---: | :---: |
| SMRA | .000 | - | - | - | - |
| FPSB-U | .878 | .000 | - | - | - |
| SMRA-U | .000 | .161 | .000 | - | - |
| FPSB-2 | .002 | .105 | .003 | .195 | - |
| SMRA-2 | .000 | .442 | .000 | .234 | .105 |

Table 8: p-values for the Mann-Whitney U test where $H_{0}$ : mean efficiency ${ }_{i}=$ mean $^{\text {efficiency }}{ }_{j}$ for $i, j \in\{$ FPSB,SMRA, FPSB-U , SMRA-U, FPSB-2 SMRA-2\}. For each treatment we have eight independent observations, one for each group average. For efficiency, the VCG mechanism achieves the theoretical maximum and therefore non-parametric statistical tests will always reject the null-hypothesis.

|  | FPSB | SMRA | FPSB-U | SMRA-U | FPSB-2 | SMRA-2 |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SMRA | .028 | - | - | - | - | - |
| FPSB-U | .505 | .038 | - | - | - | - |
| SMRA-U | .003 | .367 | .027 | - | - | - |
| FPSB-2 | .574 | .137 | .382 | .185 | - | - |
| SMRA-2 | .442 | .038 | .721 | .078 | .234 | - |
| VCG | .279 | .065 | .234 | .099 | 1.00 | .246 |

Table 9: p-values for the Mann-Whitney U test where $H_{0}$ : mean revenue ${ }_{i}=$ mean revenue $_{j}$ for $i, j \in\{$ FPSB,SMRA, FPSB-U , SMRA-U, FPSB-2 SMRA-2, VCG $\}$. For each treatment we have eight independent observations, one for each group average.

|  | FPSB | SMRA | FPSB-U | SMRA-U | FPSB-2 | SMRA-2 |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SMRA | .442 | - | - | - | - | - |
| FPSB-U | .382 | .505 | - | - | - | - |
| SMRA-U | .279 | .959 | .234 | - | - | - |
| FPSB-2 | .505 | .382 | .878 | .130 | - | - |
| SMRA-2 | .382 | .083 | .279 | .130 | .279 | - |
| VCG | .078 | .959 | .065 | .798 | .069 | .130 |

Table 10: p-values for the Mann-Whitney U test where $H_{0}$ : mean earnings ${ }_{i}=$ mean earnings ${ }_{j}$ for $i, j \in\{$ FPSB,SMRA, FPSB-U , SMRA-U, FPSB-2 SMRA-2, VCG $\}$. For each treatment we have eight independent observations, one for each group average.

Dept. Variable: Efficiency

|  | Informed |  | Uninformed |  | 1-stage Pooled |  | 2-stage |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | all rnds | rnds 6-15 | all rnds | rnds 6-15 | all rnds | rnds 6-15 | all rnds | rnds 6-15 |
| SMRA $=1$ | $\begin{gathered} -0.301^{* * *} \\ (0.010) \end{gathered}$ | $\begin{gathered} -0.254^{* * *} \\ (0.046) \end{gathered}$ | $\begin{gathered} -0.205^{* * *} \\ (0.053) \end{gathered}$ | $\begin{gathered} -0.222^{* * *} \\ (0.051) \end{gathered}$ | $\begin{gathered} -0.253^{* * *} \\ (0.036) \end{gathered}$ | $\begin{gathered} -0.238^{* * *} \\ (0.034) \end{gathered}$ | $\begin{gathered} -0.066 \\ (0.057) \end{gathered}$ | $\begin{gathered} -0.025 \\ (0.044) \end{gathered}$ |
| XXY | $\begin{gathered} -0.030^{* *} \\ (0.014) \end{gathered}$ | $\begin{aligned} & -0.007 \\ & (0.019) \end{aligned}$ | $\begin{aligned} & 0.045^{*} \\ & (0.022) \end{aligned}$ | $\begin{gathered} 0.063^{* * *} \\ (0.011) \end{gathered}$ | $\begin{gathered} 0.008 \\ (0.023) \end{gathered}$ | $\begin{gathered} 0.028 \\ (0.017) \end{gathered}$ | $\begin{gathered} -0.280 \\ (0.229) \end{gathered}$ | $\begin{gathered} -0.253 \\ (0.226) \end{gathered}$ |
| XYY | $\begin{gathered} -0.073 \\ (0.050) \end{gathered}$ | $\begin{gathered} -0.041 \\ (0.030) \end{gathered}$ | $\begin{aligned} & -0.046^{*} \\ & (0.023) \end{aligned}$ | $\begin{gathered} -0.022 \\ (0.034) \end{gathered}$ | $\begin{gathered} -0.059^{* *} \\ (0.028) \end{gathered}$ | $\begin{gathered} -0.032 \\ (0.023) \end{gathered}$ | $\begin{gathered} -0.017 \\ (0.042) \end{gathered}$ | $\begin{gathered} 0.039 \\ (0.043) \end{gathered}$ |
| YYY | $\begin{gathered} 0.022 \\ (0.013) \end{gathered}$ | $\begin{gathered} 0.022 \\ (0.022) \end{gathered}$ | $\begin{gathered} 0.011 \\ (0.033) \end{gathered}$ | $\begin{gathered} 0.012 \\ (0.027) \end{gathered}$ | $\begin{gathered} 0.017 \\ (0.017) \end{gathered}$ | $\begin{gathered} 0.017 \\ (0.020) \end{gathered}$ | $\begin{gathered} -0.080 \\ (0.049) \end{gathered}$ | $\begin{gathered} -0.028 \\ (0.067) \end{gathered}$ |
| SMRA $=1 \times \mathrm{XXY}$ | $\begin{gathered} 0.005 \\ (0.126) \end{gathered}$ | $\begin{gathered} -0.034 \\ (0.158) \end{gathered}$ | $\begin{gathered} 0.012 \\ (0.074) \end{gathered}$ | $\begin{gathered} 0.078 \\ (0.052) \end{gathered}$ | $\begin{gathered} 0.009 \\ (0.090) \end{gathered}$ | $\begin{gathered} 0.022 \\ (0.095) \end{gathered}$ | $\begin{gathered} 0.196 \\ (0.237) \end{gathered}$ | $\begin{gathered} 0.214 \\ (0.234) \end{gathered}$ |
| SMRA $=1 \times \mathrm{XYY}$ | $\begin{gathered} -0.099 \\ (0.080) \end{gathered}$ | $\begin{gathered} -0.259^{* * *} \\ (0.064) \end{gathered}$ | $\begin{aligned} & -0.014 \\ & (0.065) \end{aligned}$ | $\begin{gathered} 0.067 \\ (0.077) \end{gathered}$ | $\begin{aligned} & -0.056 \\ & (0.077) \end{aligned}$ | $\begin{aligned} & -0.096 \\ & (0.103) \end{aligned}$ | $\begin{gathered} -0.262^{* * *} \\ (0.072) \end{gathered}$ | $\begin{gathered} -0.242^{* * *} \\ (0.065) \end{gathered}$ |
| SMRA $=1 \times \mathrm{YYY}$ | $\begin{gathered} 0.046 \\ (0.038) \end{gathered}$ | $\begin{gathered} -0.005 \\ (0.109) \end{gathered}$ | $\begin{gathered} -0.113 \\ (0.074) \end{gathered}$ | $\begin{gathered} 0.077 \\ (0.057) \end{gathered}$ | $\begin{gathered} -0.033 \\ (0.051) \end{gathered}$ | $\begin{gathered} 0.036 \\ (0.064) \end{gathered}$ | $\begin{gathered} -0.099 \\ (0.080) \end{gathered}$ | $\begin{aligned} & -0.142^{*} \\ & (0.080) \end{aligned}$ |
| Constant | $\begin{gathered} 0.936^{* * *} \\ (0.002) \\ \hline \end{gathered}$ | $\begin{gathered} 0.958^{* * *} \\ (0.019) \\ \hline \end{gathered}$ | $\begin{gathered} 0.936^{* * *} \\ (0.022) \\ \hline \end{gathered}$ | $\begin{gathered} 0.932^{* * *} \\ (0.011) \\ \hline \end{gathered}$ | $\begin{gathered} 0.936^{* * *} \\ (0.011) \\ \hline \end{gathered}$ | $\begin{gathered} 0.945^{* * *} \\ (0.012) \\ \hline \end{gathered}$ | $\begin{gathered} 0.865^{* * *} \\ (0.004) \\ \hline \end{gathered}$ | $\begin{gathered} 0.838^{* * *} \\ (0.011) \end{gathered}$ |
| Observations | 240 | 160 | 240 | 160 | 480 | 320 | 240 | 160 |
| $R^{2}$ | 0.226 | 0.266 | 0.192 | 0.180 | 0.192 | 0.197 | 0.132 | 0.114 |

Robust standard errors, clustered at the group level, in parentheses
${ }^{*} p<0.10,{ }^{* *} p<0.05,{ }^{* * *} p<0.01$
Table 11: Regression comparing the effect of using an SMRA format on efficiency, controlling for the value type composition of groups.

Dept. Variable: Revenue

|  | Informed |  | Uninformed |  | 1-stage Pooled |  | 2-stage |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | all rnds | rnds 6-15 | all rnds | rnds 6-15 | all rnds | rnds 6-15 | all rnds | rnds 6-15 |
| SMRA $=1$ | $\begin{gathered} -43.267^{* *} \\ (17.217) \end{gathered}$ | $\begin{gathered} -58.000^{* * *} \\ (17.695) \end{gathered}$ | $\begin{gathered} -26.333^{* * *} \\ (5.836) \end{gathered}$ | $\begin{gathered} -25.000^{* * *} \\ (7.331) \end{gathered}$ | $\begin{gathered} -34.800^{* * *} \\ (9.865) \end{gathered}$ | $\begin{gathered} -41.500^{* * *} \\ (12.225) \end{gathered}$ | $\begin{aligned} & -16.133 \\ & (10.345) \end{aligned}$ | $\begin{aligned} & -19.600 \\ & (12.734) \end{aligned}$ |
| XXY | $\begin{gathered} -3.367 \\ (4.282) \end{gathered}$ | $\begin{gathered} 1.750 \\ (3.438) \end{gathered}$ | $\begin{aligned} & 12.133 \\ & (7.101) \end{aligned}$ | $\begin{aligned} & 16.100^{*} \\ & (7.895) \end{aligned}$ | $\begin{gathered} 4.383 \\ (5.649) \end{gathered}$ | $\begin{aligned} & 8.925^{*} \\ & (5.247) \end{aligned}$ | $\begin{gathered} -27.767 \\ (21.449) \end{gathered}$ | $\begin{gathered} -27.550 \\ (26.751) \end{gathered}$ |
| XYY | $\begin{aligned} & -8.633^{*} \\ & (4.611) \end{aligned}$ | $\begin{gathered} -16.050^{* * *} \\ (3.775) \end{gathered}$ | $\begin{aligned} & -15.833 \\ & (14.448) \end{aligned}$ | $\begin{aligned} & -18.200 \\ & (15.602) \end{aligned}$ | $\begin{aligned} & -12.233 \\ & (7.636) \end{aligned}$ | $\begin{gathered} -17.125^{* *} \\ (7.909) \end{gathered}$ | $\begin{aligned} & -17.600 \\ & (14.119) \end{aligned}$ | $\begin{aligned} & -23.850 \\ & (13.772) \end{aligned}$ |
| YYY | $\begin{gathered} -12.900^{*} \\ (6.098) \end{gathered}$ | $\begin{gathered} -12.950^{* *} \\ (5.805) \end{gathered}$ | $\begin{aligned} & -7.500 \\ & (6.976) \end{aligned}$ | $\begin{gathered} -8.600 \\ (9.068) \end{gathered}$ | $\begin{gathered} -10.200^{* *} \\ (4.722) \end{gathered}$ | $\begin{gathered} -10.775^{*} \\ (5.295) \end{gathered}$ | $\begin{gathered} -21.867^{* *} \\ (9.872) \end{gathered}$ | $\begin{gathered} -17.750^{*} \\ (8.977) \end{gathered}$ |
| SMRA $=1 \times \mathrm{XXY}$ | $\begin{aligned} & 53.200^{* *} \\ & (18.378) \end{aligned}$ | $\begin{gathered} 58.000^{* * *} \\ (19.214) \end{gathered}$ | $\begin{aligned} & -16.967 \\ & (14.144) \end{aligned}$ | $\begin{gathered} -20.600^{*} \\ (11.185) \end{gathered}$ | $\begin{gathered} 18.117 \\ (15.999) \end{gathered}$ | $\begin{gathered} 18.700 \\ (16.226) \end{gathered}$ | $\begin{aligned} & 55.367^{* *} \\ & (24.393) \end{aligned}$ | $\begin{aligned} & 72.250^{* *} \\ & (28.673) \end{aligned}$ |
| SMRA $=1 \times$ XYY | $\begin{gathered} 17.467 \\ (26.644) \end{gathered}$ | $\begin{gathered} 21.800 \\ (25.509) \end{gathered}$ | $\begin{gathered} 14.500 \\ (16.968) \end{gathered}$ | $\begin{gathered} 27.200 \\ (20.626) \end{gathered}$ | $\begin{gathered} 15.983 \\ (16.210) \end{gathered}$ | $\begin{gathered} 24.500 \\ (19.868) \end{gathered}$ | $\begin{gathered} 21.100 \\ (22.454) \end{gathered}$ | $\begin{gathered} 3.900 \\ (30.369) \end{gathered}$ |
| SMRA $=1 \times$ YYY | $\begin{gathered} 17.400 \\ (17.773) \end{gathered}$ | $\begin{gathered} 12.950 \\ (18.523) \end{gathered}$ | $\begin{gathered} 10.333 \\ (14.297) \end{gathered}$ | $\begin{gathered} 3.100 \\ (9.503) \end{gathered}$ | $\begin{gathered} 13.867 \\ (12.628) \end{gathered}$ | $\begin{gathered} 8.025 \\ (14.407) \end{gathered}$ | $\begin{gathered} 71.167^{* * *} \\ (19.720) \end{gathered}$ | $\begin{aligned} & 80.150^{* *} \\ & (33.574) \end{aligned}$ |
| Constant | $\begin{gathered} 200.767^{* * *} \\ (4.274) \\ \hline \end{gathered}$ | $\begin{gathered} 203.750^{* * *} \\ (3.399) \\ \hline \end{gathered}$ | $\begin{gathered} 200.667^{* * *} \\ (5.831) \\ \hline \end{gathered}$ | $\begin{gathered} 201.500^{* * *} \\ (7.245) \\ \hline \end{gathered}$ | $\begin{gathered} 200.717^{* * *} \\ (3.530) \\ \hline \end{gathered}$ | $\begin{gathered} 202.625^{* * *} \\ (3.934) \\ \hline \end{gathered}$ | $\begin{gathered} 201.100^{* * *} \\ (9.809) \\ \hline \end{gathered}$ | $\begin{gathered} 205.100^{* * *} \\ (8.739) \\ \hline \end{gathered}$ |
| Observations | 240 | 160 | 240 | 160 | 480 | 320 | 240 | 160 |
| $R^{2}$ | 0.128 | 0.276 | 0.112 | 0.131 | 0.088 | 0.160 | 0.112 | 0.197 |

Robust standard errors, clustered at the group level, in parentheses
${ }^{*} p<0.10,{ }^{* *} p<0.05,{ }^{* * *} p<0.01$
Table 12: Regression comparing the effect of using an SMRA format on seller's revenue, controlling for the value type composition of groups.

Dept. Variable: Profits

|  | Informed |  | Uninformed |  | 1-stage Pooled |  | 2-stage |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | all rnds | rnds 6-15 | all rnds | rnds 6-15 | all rnds | rnds 6-15 | all rnds | rnds 6-15 |
| SMRA $=1$ | $\begin{gathered} 24.983 \\ (17.462) \end{gathered}$ | $\begin{aligned} & 42.425^{* *} \\ & (18.076) \end{aligned}$ | $\begin{gathered} 13.483^{* *} \\ (5.356) \end{gathered}$ | $\begin{aligned} & 11.000 \\ & (8.212) \end{aligned}$ | $\begin{gathered} 19.233^{* *} \\ (9.398) \end{gathered}$ | $\begin{aligned} & 26.713^{* *} \\ & (12.490) \end{aligned}$ | $\begin{aligned} & 12.650 \\ & (8.636) \end{aligned}$ | $\begin{gathered} 18.675^{* * *} \\ (6.326) \end{gathered}$ |
| XXY | $\begin{gathered} 3.983 \\ (5.746) \end{gathered}$ | $\begin{gathered} 0.625 \\ (2.687) \end{gathered}$ | $\begin{gathered} -5.617 \\ (7.941) \end{gathered}$ | $\begin{aligned} & -8.725 \\ & (5.838) \end{aligned}$ | $\begin{gathered} -0.817 \\ (5.391) \end{gathered}$ | $\begin{gathered} -4.050 \\ (3.856) \end{gathered}$ | $\begin{gathered} 8.683 \\ (9.720) \end{gathered}$ | $\begin{gathered} 9.675 \\ (10.532) \end{gathered}$ |
| XYY | $\begin{aligned} & -1.617 \\ & (5.366) \end{aligned}$ | $\begin{gathered} 5.150^{* * *} \\ (1.189) \end{gathered}$ | $\begin{gathered} 7.283 \\ (11.466) \end{gathered}$ | $\begin{gathered} 8.350 \\ (11.315) \end{gathered}$ | $\begin{gathered} 2.833 \\ (6.578) \end{gathered}$ | $\begin{gathered} 6.750 \\ (5.619) \end{gathered}$ | $\begin{aligned} & 10.117 \\ & (9.961) \end{aligned}$ | $\begin{aligned} & 16.875^{*} \\ & (8.303) \end{aligned}$ |
| YYY | $\begin{aligned} & -9.050^{*} \\ & (4.252) \end{aligned}$ | $\begin{gathered} -10.350^{* * *} \\ (2.282) \end{gathered}$ | $\begin{gathered} -15.183^{* *} \\ (5.892) \end{gathered}$ | $\begin{gathered} -15.675^{* *} \\ (6.486) \end{gathered}$ | $\begin{gathered} -12.117^{* * *} \\ (3.890) \end{gathered}$ | $\begin{gathered} -13.012^{* * *} \\ (3.562) \end{gathered}$ | $\begin{gathered} -8.017 \\ (9.209) \end{gathered}$ | $\begin{aligned} & -9.950 \\ & (6.484) \end{aligned}$ |
| SMRA $=1 \times \mathrm{XXY}$ | $\begin{gathered} -56.483^{* * *} \\ (18.860) \end{gathered}$ | $\begin{gathered} -63.175^{* * *} \\ (18.857) \end{gathered}$ | $\begin{gathered} 15.167 \\ (10.373) \end{gathered}$ | $\begin{aligned} & 23.525^{*} \\ & (11.264) \end{aligned}$ | $\begin{gathered} -20.658 \\ (17.089) \end{gathered}$ | $\begin{gathered} -19.825 \\ (18.017) \end{gathered}$ | $\begin{gathered} -41.333^{* *} \\ (18.369) \end{gathered}$ | $\begin{gathered} -56.725^{* * *} \\ (14.290) \end{gathered}$ |
| SMRA $=1 \times \mathrm{XYY}$ | $\begin{gathered} -33.550 \\ (22.166) \end{gathered}$ | $\begin{gathered} -49.250^{* *} \\ (23.078) \end{gathered}$ | $\begin{gathered} -18.967 \\ (18.221) \end{gathered}$ | $\begin{aligned} & -25.275 \\ & (16.777) \end{aligned}$ | $\begin{gathered} -26.258^{*} \\ (14.811) \end{gathered}$ | $\begin{gathered} -37.263^{* *} \\ (16.035) \end{gathered}$ | $\begin{gathered} -45.950^{* *} \\ (20.760) \end{gathered}$ | $\begin{gathered} -24.375 \\ (30.060) \end{gathered}$ |
| SMRA $=1 \times \mathrm{YYY}$ | $\begin{gathered} -17.817 \\ (17.630) \end{gathered}$ | $\begin{gathered} -16.250 \\ (18.354) \end{gathered}$ | $\begin{gathered} -21.200 \\ (16.938) \end{gathered}$ | $\begin{gathered} 0.175 \\ (10.809) \end{gathered}$ | $\begin{gathered} -19.508 \\ (13.528) \end{gathered}$ | $\begin{gathered} -8.038 \\ (14.047) \end{gathered}$ | $\begin{gathered} -79.800^{* * *} \\ (20.466) \end{gathered}$ | $\begin{gathered} -90.925^{* *} \\ (31.217) \end{gathered}$ |
| Constant | $\begin{gathered} 18.383^{* * *} \\ (3.546) \\ \hline \end{gathered}$ | $\begin{gathered} 17.850^{* * *} \\ (0.822) \\ \hline \end{gathered}$ | $\begin{gathered} 18.283^{* * *} \\ (3.719) \\ \hline \end{gathered}$ | $\begin{gathered} 18.425^{* * *} \\ (3.455) \\ \hline \end{gathered}$ | $\begin{gathered} 18.333^{* * *} \\ (2.508) \\ \hline \end{gathered}$ | $\begin{gathered} 18.137^{* * *} \\ (1.733) \\ \hline \end{gathered}$ | $\begin{aligned} & 13.433 \\ & (8.598) \end{aligned}$ | $\begin{aligned} & 8.975^{*} \\ & (4.874) \\ & \hline \end{aligned}$ |
| Observations | 240 | 160 | 240 | 160 | 480 | 320 | 240 | 160 |
| $R^{2}$ | 0.070 | 0.148 | 0.088 | 0.083 | 0.035 | 0.060 | 0.196 | 0.262 |

Robust standard errors, clustered at the group level, in parentheses
${ }^{*} p<0.10,{ }^{* *} p<0.05,{ }^{* * *} p<0.01$
Table 13: Regression comparing the effect of using an SMRA format on beddiers' profits, controlling for the value type composition of groups.

## C. Istructions (Online Appendix)

## C.1. Instructions for SMRA

## Welcome to the UTS Behavioural Laboratory

Welcome and thank you for participating in today's experiment.

Place all of your personal belongings away, so we can have your complete attention. In particular, please turn off your phone and put it away.

Please sit at the computer you have been assigned to and log on using your usual UTS username and password. Click once on the grey screen and await further instructions.

## The Experiment

The experiment you will be participating in today will involve a series of auctions. At the end of the experiment you will be paid in cash for your participation. Each of you may earn different amounts. The amount you earn depends on your decisions, chance, and on the decisions of others.

You will be using the computer for the entire experiment, and all interaction between you and others will be through computer terminals. Please DO NOT socialize or talk during the experiment.

If you have any questions, raise your hand and your question will be answered so everyone can hear.

## The Auction

The experiment consists of a series of 15 periods. In each period, there will be an auction.

In the auction, you will be in a group of 3 bidders (you and 2 other bidders). You will remain in the same group for all 15 periods.

In each auction, there will be 5 items for sale, labeled $A$ through $E$.


Each bidder can win a maximum of 3 items.
We will explain the details of the auction later. We first explain the items' values to you.

## Bidder Values

Each bidder has values for winning a single item, two items or three items. These values depend on the following:

- Your type: X or Y. Your type will remain the same throughout the experiment.
- Whether item $A$ is among the items you won. Item $A$ has a lower value than the other items.
- Whether winning items are consecutive, e.g. AB or CDE (but not $A C$ or $A C E$ ). The value for winning consecutive items is higher than the sum of individual item values.
- A random number $\mathbf{R}$ between 25 and 35 , with all numbers in this range being equally likely. In each period, each bidder will get their own random number, so the random number will likely differ from bidder to bidder. Also, each bidder will get a new draw when a new period starts, so your random number will likely differ from period to period.


## Bidder Values

The value of winning consecutive items, e.g. AB or CDE (but not AC or ACE), is higher than the sum of individual item values.

For type X:

| \# of items | Value WITH item A | Value WITHOUT item A |
| :---: | :---: | :---: |
| 1 item | 5 | 10 |
| 2 consecutive items | $10+1.5 \mathbf{R}$ | $10+3 \mathbf{R}$ |
| 3 consecutive items | $10+3.5 \mathbf{R}$ | $10+4 \mathbf{R}$ |

For type Y :

| \# of items | Value WITH item A | Value WITHOUT item A |
| :---: | :---: | :---: |
| 1 item | 5 | 10 |
| 2 consecutive items | $10+0.5 \mathbf{R}$ | $10+\mathbf{R}$ |
| 3 consecutive items | $10+3 \mathbf{R}$ | $10+5 \mathbf{R}$ |

## Bidder Values

Example: If $R=30$, the tables become

Type X:

| \# of items | Value WITH item A | Value WITHOUT item A |
| :---: | :---: | :---: |
| 1 item | 5 | 10 |
| 2 consecutive items | 55 | 100 |
| 3 consecutive items | 115 | 130 |

Type Y:
\# of items Value WITH item A Value WITHOUT item A
1 item 5

2 consecutive items 2540
3 consecutive items 160

## Bidder Values

Note that:

- The increase in value from winning a $2^{\text {nd }}$ item is higher for type $\mathbf{X}$ than for type Y .
- The increase in value from winning a $3^{\text {rd }}$ item is higher for type $Y$ than for type $\mathbf{X}$.

In each period, you will be shown a table with your values like the one shown before. You will not be shown the R you draw.

You will know your type and the type of the other bidders in your group.

You will not know the exact values of the other bidders.

## Bidding

Each auction proceeds in a series of rounds. In each round of the auction, you will see a price for each item.

You can then bid for the items you want at the given prices by clicking a button.

After submitting your bids, the computer assigns a provisional winner for each item, chosen randomly among the bidders that bid for it. If the auction ends, provisional winners become actual winners for the items.

In the next round you are informed about the items for which you are the provisional winner, prices are increased by 15 points and you can place bids for the other items.

## Bidding



Prices are increased by 15 points every round

## Activity

Your activity is the number of items you are provisionally winning plus the number of other items you bid for.

Your activity cannot exceed your activity limit. Your initial activity limit is $\mathbf{3}$.
In each round, your activity limit is reset to your previous round activity. Therefore, if you do not use all your available activity in a given round, your activity limit is reduced in the next round.

Example 1: Suppose your activity limit is $\mathbf{3}$ and you are the provisional winner on 1 item. So you have 2 units of spare activity.

- If you bid on 2 more items, your next-round activity limit will again be 3
- If you bid on 1 more item, your next-round activity limit will decrease to 2
- If you do not place any bid, your next-round activity limit will decrease to 1

Example 2: Suppose your activity limit is 1 and you are the provisional winner on 1 item. In this case, you have no spare activity and cannot place bids on additional items.

## Bidding



## Auction end and payments

Depending on the bids submitted in the group, each auction will proceed in multiple rounds. The auction ends if no bidder places a new bid, or if no bidder has any spare activity left to bid (i.e. if all bidders are provisional winners for as many items as their activity limits)

When the auction ends, you will be informed about the items you win.

Your payment will equal the sum of the prices at which you won each item.

Your activity limit will be reset to 3 when a new auction starts.

Bidding


## Rounds and Timer

Each auction consists of multiple rounds. Round 1 will last for at most 60 seconds. Any further round will last for at most 30 seconds.

If you don't need the full 30 or 60 seconds then you can speed up the auction: select the items you want to bid for and click "Done". If you do not use this option the software will automatically move to the next round after 30 or 60 seconds with whatever items you have selected at that point. Your nextround activity limit will be reduced if you did not use all available activity.

If you don't have spare activity left and cannot bid on new items then you will automatically be moved on to the next stage after $\mathbf{1 0}$ seconds.

On the decision screen, you will see the timer counting down (top right corner) as well as the auction, round and the cumulative earnings.

## Earnings

Your earnings from each auction equal the value of the items you win minus your payment.

## Your Earnings = Your Value - Your Payment

NOTE: if your Total Payment exceeds your Value for the items you won then your earnings will be negative and will be subtracted from your cumulative earnings so far. If you finish the experiment with negative earnings you will only be paid the show-up fee.


## Summary

The experiment consists of a series of $\mathbf{1 5}$ auctions preceded by 1 practice auction that does not affect earnings.

You will be either a type $X$ or a type $Y$ bidder. Your type will remain the same throughout the experiment. Your type and that of others in your group will be shown on your screen.

In each auction, each bidder receives a new random number $\mathbf{R}$ that determines the values for winning 1,2 , or 3 items.

The value of winning consecutive items is higher than the sum of individual item values.
Each auction consists of multiple rounds:

- Your activity (items you are provisional winner for and items you bid for) cannot exceed your activity limit.
- Your current activity will be your next round's activity limit.
- Prices increase by 15 every round.

Your earnings are equal to the value of the items you win minus your payment.

## Concluding Remarks



The exchange rate used in the experiment is 1 dollar for every 4 points.

You also receive a \$10 participation fee.
You will be paid at the end of the experiment the total amount you have earned in all of the periods. You need not tell any other participant how much you earned.

## C.2. Instructions for FPSB-U

## Welcome to the UTS Behavioural Laboratory

Welcome and thank you for participating in today's experiment.

Place all of your personal belongings away, so we can have your complete attention. In particular, please turn off your phone and put it away.

Please sit at the computer you have been assigned to and log on using your usual UTS username and password. Click once on the grey screen and await further instructions.

## The Experiment

The experiment you will be participating in today will involve a series of auctions. At the end of the experiment you will be paid in cash for your participation. Each of you may earn different amounts. The amount you earn depends on your decisions, chance, and on the decisions of others.

You will be using the computer for the entire experiment, and all interaction between you and others will be through computer terminals. Please DO NOT socialize or talk during the experiment.

If you have any questions, raise your hand and your question will be answered so everyone can hear.

## The Auction

The experiment consists of a series of 15 periods. In each period, there will be an auction.

In the auction, you will be in a group of 3 bidders (you and 2 other bidders). You will remain in the same group for all 15 periods.

In each auction, there will be 5 items for sale, labeled $A$ through $E$.


Each bidder can win a maximum of $\mathbf{3}$ items.

We will explain the details of the auction later. We first explain the items' values to you.

## Bidder Values

Each bidder has values for winning a single item, two items or three items. These values depend on the following:

- Whether item A is among the items you won. Item A has a lower value than the other items.
- In each period, each bidder will get their own values, and the values will likely differ from bidder to bidder. Also, each bidder will get new values when a new period starts, so your values will likely differ from period to period.


## Bidder Values

In each period, you will be shown a table with your values like the one shown below. The numbers used in the experiment will be quite different from the ones below, which are shown for illustrative purposes only.

You will not know the values of the other bidders.

| \# of items | Value WITH item A | Value WITHOUT item A |
| :---: | :---: | :---: |
| 1 item | 1 | 2 |
| 2 items | 4 | 7 |
| 3 items | 8 | 9 |

## Example of values

A calculator is available on your screen to calculate the value of any possible combination of items you can win.

Calculate total value for winning the selected items (up to 3 items): $\mathrm{A} \quad \mathrm{B} \quad \mathrm{C} \quad \mathrm{D} \quad \mathrm{E}$

## Bidding

In each auction, you are asked to submit bids for different quantities of items WITH or WITHOUT Item A.

| \# of Items | value WITH Item A | value WITHOUT Item A |
| :---: | :---: | :---: |
| 1 Item | $\square$ | $\square$ |
| 2 Items | $\square$ | $\square$ |
| 3 Items |  |  |

You place 6 bids in total: for 1, 2, and 3 items with or without item $A$.
But at most one of these bids can be winning. The computer assigns the 5 items such that the sum of the winners' payments is maximized.

If one of your bids is winning then you pay that bid (you pay nothing if none of your bids are winning).

## Earnings

Your earnings from each auction equal the value of the items you win minus your payment.

## Your Earnings = Your Value - Your Payment

NOTE: if your Payment exceeds your Value for the items you won then your earnings will be negative and will be subtracted from your cumulative earnings so far. If you finish the experiment with negative earnings you will only be paid the show-up fee.

## Summary

The experiment consists of a series of 15 auctions preceded by 1 practice auction that does not affect earnings.

In each auction, each bidder receives new values for winning 1, 2, or 3 items with or without item A

You will know your values but not the ones of other bidders
Item A has a lower value than the other items.
You bid for the number of items you want to win with or without item A
Your earnings are equal to the value of the items you win minus your payment.

## Concluding Remarks



The exchange rate used in the experiment is 1 dollar for every 4 points.

You also receive a \$10 participation fee.
You will be paid at the end of the experiment the total amount you have earned in all of the periods. You need not tell any other participant how much you earned.

## C.3. Instructions for SMRA-2

## Welcome to the UTS Behavioural Laboratory

Welcome and thank you for participating in today's experiment.

Place all of your personal belongings away, so we can have your complete attention. In particular, please turn off your phone and put it away.

Please sit at the computer you have been assigned to and log on using your usual UTS username and password. Click once on the grey screen and await further instructions.

## The Experiment

The experiment you will be participating in today will involve a series of auctions. At the end of the experiment you will be paid in cash for your participation. Each of you may earn different amounts. The amount you earn depends on your decisions, chance, and on the decisions of others.

You will be using the computer for the entire experiment, and all interaction between you and others will be through computer terminals. Please DO NOT socialize or talk during the experiment.

If you have any questions, raise your hand and your question will be answered so everyone can hear.

## The Auction

The experiment consists of a series of 15 periods. In each period, there will be an auction.

In the auction, you will be in a group of 3 bidders (you and 2 other bidders). You will remain in the same group for all 15 periods.

In each auction, there will be 5 items for sale, labeled $A$ through $E$.


Each bidder can win a maximum of 3 items.

We will explain the details of the auction later. We first explain the items' values to you.

## Bidder Values

Each bidder has values for winning a single item, two items or three items. These values depend on the following:

- Your type: $\mathbf{X}$ or Y. Your type will remain the same throughout the experiment.
- Whether item $A$ is among the items you won. Item $A$ has a lower value than the other items.
- A random number $\mathbf{R}$ between 25 and 35 , with all numbers in this range being equally likely. In each period, each bidder will get their own random number, so the random number will likely differ from bidder to bidder. Also, each bidder will get a new draw when a new period starts, so your random number will likely differ from period to period.


## Bidder Values

For type X:

| \# of items | Value WITH item A | Value WITHOUT item A |
| :---: | :---: | :---: |
| 1 item | 5 | 10 |
| 2 items | $10+1.5 \mathbf{R}$ | $10+3 \mathbf{R}$ |
| 3 items | $10+3.5 \mathbf{R}$ | $10+4 \mathbf{R}$ |

For type Y :
\# of items

1 item
2 items
3 items

Value WITH item A Value WITHOUT item A
5
$10+0.5 \mathbf{R}$
$10+3 \mathbf{R}$
10
$10+\mathbf{R}$
$10+5 \mathbf{R}$

## Bidder Values

Example: If $\mathrm{R}=\mathbf{3 0}$, the tables become

Type X:
\# of items
1 item
2 items
3 items

Type Y:
\# of items
1 item
2 items
3 items

Value WITH item A Value WITHOUT item A
510

100
130

Value WITH item A Value WITHOUT item A
5
10
40
160

## Bidder Values

Note that:

- The increase in value from winning a $2^{\text {nd }}$ item is higher for type $\mathbf{X}$ than for type Y .
- The increase in value from winning a $3^{\text {rd }}$ item is higher for type $Y$ than for type $\mathbf{X}$.

In each period, you will be shown a table with your values like the one shown before. You will not be shown the R you draw.

You will know your type and the type of the other bidders in your group.

You will not know the exact values of the other bidders.

## First Stage Bidding

Each auction proceeds in a series of rounds. In each round, you will see a price. You can then demand items at that price

After all bidders submit their demands, the computer provisionally assigns the items:

- If only you submitted a demand at this round's price then you will be provisionally assigned your demand
- If more than one bidder submitted a demand at this round's price then they will be provisionally assigned their demand in random order

Example:

- Only you bid for 3 items at a price of 20, then you get all 3 items.
- All three bidders bid for 3 items at a price of 20. Then one bidder is randomly chosen to get 3 items, a next bidder is randomly chosen to get 2 items, and the final bidder gets 0 items.

In a new round of the auction the price is increased by 10 points and the bidders can then place their demands at that new price.

## Bidding

## Bidding: Current Round Price Per Item 5



## Activity

Your activity in a round is determined as follows:

- If you DO NOT or CAN NOT bid this round: your activity is equal to the number of items you were provisionally assigned in the previous round
- If you DO bid this round: your activity equals the number of items you bid for

Your activity cannot exceed your activity limit. Your initial activity limit is 3.
In each new round, your activity limit is reset to your previous round activity.
Therefore, if you do not use all your available activity in a given round, your activity limit is reduced in the next round.

You cannot place new bids if you have no spare activity, i.e. when the number of items you provisionally win equals your activity limit. If you have spare
activity then you can bid on more items than you are provisionally winning (but not more than your activity limit):
If your activity limit is 3 and you provisionally win
-0 items then you can bid for 1,2 or 3 items

- 1 item then you can bid for 2 or 3 items
- 2 items then you can bid for 3 items

If your activity limit is 2 and you provisionally win

- 0 items then you can bid for 1 or 2 items
- 1 item then you can bid for 2 items

If vour activity limit is 1 and vou provisionally win 0 . vou can bid for 1 item


[^0]:    *Bedard: University of Western Ontario, 1151 Richmond St, London, ON N6A 3K7, Canada. Goeree: AGORA Center for Market Design, UNSW, 2052 Sydney, Australia. Louis: Department of Economics, University of Cyprus, CY-1678 Nicosia Cyprus. Zhang: School of Economics, Finance, and Marketing, RMIT, 445 Swanson Street, Melbourne, Australia. We would like to thank the Australian Research Council (DP190103888 and DP220102893) for financial support. We thank staff of the Australian Communication and Media Authority (ACMA) and participants at the 2018 BEAT market-design conference in Beijing for helpful comments. The replication material for the study is available at DOI 10.17605/OSF.IO/NTVPB.

[^1]:    ${ }^{1}$ The algorithm is greedy in this sense, which makes it ideally suited to auctions with many items, such as many of the spectrum auctions in the US and Canada (often with hundreds of items). Greediness is less of an advantage when few items are being sold, as in the recent spectrum auctions in Australia and across Europe.
    ${ }^{2}$ When competitive prices do not exist, recent research suggests using the core as a proper benchmark for "reasonably" competitive outcomes. Core outcomes are reasonably competitive in the sense that there does not exist a coalition of players (including the seller) that would be better off exiting the market and trading amongst themselves; that is, prices reflect the opportunity costs of the allocation. These constraints are weaker than those imposed by competitive equilibrium. See for example (Milgrom, 2004, Day \& Cramton, 2012, Day \& Raghavan, 2007, Day \& Milgrom, 2008, Goeree \& Lien, 2016, Bichler \& Goeree, 2017a).
    ${ }^{3}$ Milgrom (2004) and Gul and Stacchetti (1999) prove that when the items for sale are substitutes and bidders bid on subsets of items that provide the highest possible profit (i.e. straightforward or myopic bidding), prices will be competitive and the allocation will be efficient if the bid increment between rounds is sufficiently small.

[^2]:    ${ }^{4}$ This problem would be less severe if resale would be allowed, but in many jurisdictions this is not the case. In all of our theoretical analysis and the experiment we do not allow for the possibility of resale. See Filiz-Ozbay, Lopez-Vargas, and Ozbay $(2015)$ for some theoretical results when resale is possible.
    ${ }^{5}$ See, however, Kim (1996); Levin (1997); Gentry, Komarova, Schiraldi, and Shin (2019).
    ${ }^{6}$ Several features of the recent Australian 900 MHz auction are commonly encountered in other spectrum auctions. There are typically few buyers, a small number of items (i.e. blocks of spectrum) and high complementarities on either the second or third contiguous item obtained by the buyer. For example, auctions are being planned or have taken place in similar environments in Australia, Canada, Denmark, Italy, Austria, Switzerland, Belgium,

[^3]:    ${ }^{9}$ The VCG is the generalization of the single-item second-price auction to auctions with more than one item. It is the unique mechanism that induces truthful bidding, see Holmstrom (1979) and Green and Laffont (1979), using an externality-based pricing rule. Note that because of the combinatorial nature of the assignment one cannot simply elicit bids for all packages and then determine the price of each package as the highest losing bid for that package. Suppose, for instance, that there are five units and three bidders and each bidder can win at most three units. Each bidders submits a triplet $\left(b_{1}, b_{2}, b_{3}\right)$ where $b_{k}$ is the bid for $k=1,2,3$ units. Suppose bidders 1 and 2 submit the same triplet $(10,10,10)$ and bidder 3 submits the triplet $(20,20,100)$. The restriction that bidders can win at most three items means the outcome is that bidder 3 gets three units and bidders 1 and 2 each get one unit. However, bidders 1 and 2 cannot be forced to pay 20 for their single unit.

[^4]:    ${ }^{10}$ In fact, radio spectrum was predominantly allocated via lottery prior to the introduction of auctions in 1994 by the FCC (Roth, 2002).

[^5]:    ${ }^{11}$ Competitive equilibrium prices are prices for the items at which bidders want to purchase their efficient (i.e. value maximizing) allocation of items.

[^6]:    ${ }^{12}$ See for example Milgrom (2004); Day and Cramton (2012); Day and Raghavan (2007); Day and Milgrom (2008), each of which study mechanisms to achieve core outcomes in complete information environments. Goeree and Lien (2016) note that, when bidders values are private information, if the VCG outcome is not in the core, no core-selecting auction exists.
    ${ }^{13}$ They are $\{0\},\{1\},\{2\},\{3\},\{0,1\},\{0,2\},\{0,3\},\{1,2\},\{1,3\},\{2,3\},\{0,1,2\},\{0,1,3\},\{0,2,3\},\{1,2,3\}$, and the grand coalition $\bar{S}=\{0,1,2,3\}$.

[^7]:    ${ }^{14}$ See for example the UK 2.3 GHz and $3.4-3.6 \mathrm{GHz}$ spectrum auction in 2018.

[^8]:    ${ }^{15}$ Calculating optimal allocations dynamically is beyond the capabilities of zTree. Instead, we used zTree to design the user interface and collect subjects' bids. In the background, zTree interfaced with MATLAB automatically, the latter calculated optimal allocations and returned those to zTree to present to the subjects.
    ${ }^{16}$ We do not observe any substantial change in behavior across periods in treatments using an FPSB mechanism. In treatments using SMRA, there is some learning taking place during the first few periods of the experiment, presumably as subjects get familiar with the dynamic and therefore more complex, SMRA mechanism. We therefore present our main results based on periods 6 to 15 . Including the first five periods in the analysis does not change the results in a substantial way. See also Appendix B.

[^9]:    ${ }^{17}$ https://www.ofcom.org.uk/spectrum/spectrum-management/spectrum-awards/awards-archive/2-3-and-3-4-ghz-auction

[^10]:    ${ }^{18}$ The tables in Appendix $B$ provide the results of formal tests to support these statements.

[^11]:    ${ }^{19}$ This is not necessarily the case in the presence of complementarities. In Section 2, VCG prices are often below core prices.

[^12]:    ${ }^{20}$ It should be noted that in recent years, there are examples of regulators that have considered the use of FPSB auction formats for the allocation of spectrum, at least at the consultation phase. These include: the FCC's Auction 108 in the US, the 3.5 GHz band auction in the Netherlands, and the $850 / 900 \mathrm{MHz}$ band auction in Australia. Recently, Moldova's telecoms regulator ANRCETI announced the use of a FPSB auction to allocate spectrum in the $450 \mathrm{MHz}, 900 \mathrm{MHz}$ and 2.6 GHz bands.

[^13]:    ${ }^{21}$ The auction for a type $X$ bidder is mathematically identical to a second price sealed bid auction; a type $X$ bidder's dominant strategy is to bid her valuation.

